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Preface

Nearly 25 percent of people in the European Union in 2030 will be above age 65, up

from about 17 percent in 2005. Europe’s old-age dependency ratio (the number of

people age 65 and older compared with the number of working-age people ages 15-64)

could more than double by 2050, from one in every four to fewer than one in every two.

This is an unprecedented phenomenon with potentially very important implications

on society that are far from being well understood.

Researchers with public finance background frequently deliver gloom predictions

of the impact of ageing. For example, Feldstein (2006), among others, argues that in-

creasing longevity and diminishing birth rates will slow down economic growth in

European economies by decreasing the growth of capital and by weakening the pro-

ductivity of the labor force. Investigations using the EU Commission’s own macroeco-

nomic model QUEST II estimate that ageing causes the EU’s average potential income

growth rate to drop from 2.1 percent annually to 1.3 percent. The growth rate of in-

come in per capita terms is predicted to decrease by 0.4 percentage points (Pichelmann

and Roeger, 2004).

However, as stated in the European Commission’s Communication (2006) Europe’s

demographic future provides not only challenges but also opportunities. In particu-

lar scholars of economic growth frequently emphasize the positive effects on long-run

economic performance that are provoked by increasing human longevity (e.g. Ehrlich

and Lui, 1991, Barro and Sala-i-Martin, 2004). The seeming contradiction is resolved

when one recognizes that the public finance view emphasizes the social burden aspect

that originates from an increasing dependency ratio whereas growth economists em-

phasize the positive dynamic feedback effects that individual ageing brings about. For

example, they argue that the prospect of increasing longevity (i) increases the incen-

tive to save for old age and thus creates the incentive for higher investment and capital

accumulation, which in turn enhances growth (see, for example, Kalemli-Ozcan et al.,
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2000, Chakraborty, 2004, Zhang and Zhang, 2005) and (ii) increases the incentive for

education because individuals expect a longer working age during which human cap-

ital accumulation pays off. (Ehrlich and Lui, 1991, Boucekkine et al., 2002, Zhang et al.,

2003, Blackburn and Cipriani, 2002).

A serious problem with the available economic studies on ageing and longevity,

however, is that they are built upon an overly simplistic conception of the individual

ageing process. Most of the economic literature focusses exclusively on the mortal-

ity aspect of ageing which is either modeled as an exogenously given probability to

die before the next stage of life is reached or as an exogenously given expected time

of death. The life sciences, in contrast, understand the process of ageing very differ-

ently as senescence that is as the gradual deterioration of body and mind. The missing

notion of ageing as senescence in dynamic macroeconomics constituted the idea and

starting point of the LEPAS project.

We believe that in order to fully understand the effect of ageing on the economy it

is necessary to develop an economic theory of ageing that takes into account the en-

dogenous evolution of human frailty and disability. Only if we understand both the

biological and economic forces behind the changes in the functional status of human

beings during their lives will we be able to analyze the economic determinants of suc-

cessful ageing. Moreover, a solid modeling of ageing is required to study its feedback

effects on economic growth, innovation, health expenditure, and retirement.

The LEPAS project thus set out three years ago to survey the natural science litera-

ture of ageing with a special focus of what can be learned and adopted for economic

modeling. The result of this endeavor is presented in Part I of the present study. The

LEPAS partners then started to implement the notion of physiological ageing in eco-

nomic life-cycle models. This ambitious project was subdivided into work packages

with distinct special emphases: health and income (WP 4), ageing and retirement (WP

5), ageing and immigration (WP 6), ageing, health and education (WP 7) ageing, health
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and public health care (WP 8). Part II of the present study provides an overview of our

results with a special focus on European countries and European policy.

The LEPAS partners organized two international workshops at which they discussed

their ideas with distinguished scholars from the field of economics as well as from the

natural sciences. In particular our project benefitted from comments and suggestions

from James Carey, Arnold Mitnitski, and Leonid Gavrilov and Natalia Gavrilova. Pa-

pers and proceedings of these workshops (situated in Vienna, 2010, and in Alicante,

2011) are available at the project website: http://www.lepas-fp7.de. The web-

site contains also detailed background papers for the chapters of Part II of this study

as well as short summaries (policy briefs) and discussion papers of interesting other

– partly still ongoing – research of the LEPAS project that did not find its way in the

present book.

We, as the local project leaders, want to thank the members of the locals teams,

Katharina Werner, Sebastian Vollmer, and Timo Trimborn from Leibniz University

Hannover (LUH), Klaus Prettner, Michael Kuhn, and Stefan Wrzaczek from Vienna

Institute of Demography (VID), Pablo Selaya from University of Copenhagen (UCPH)

and Maria D. Guilló and Alex Pérez-Laborda from the University of Alicante (UA)

for three years of dedicated research assistance. Our work has also benefitted from

comments and discussion by David Canning, Karl Dietrich, Gustav Feichtinger, Oded

Galor, Michael Grimm, Franz Hof, Chad Jones, Soeren Leth-Petersen, Wolfgang Lutz,

Patrick Puhani, and Engelbert Theurl.

This research was funded by the European Commission within the project “Long-

Run Economic Perspectives of an ageing Society” (LEPAS) in the Seventh Framework

Programme under the Socio-economic Sciences and Humanities theme (Grant Agree-

ment: SSH7-CT-2009-217275)

Hannover, March 2012.
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Part I.

The Mechanics of Ageing and Death:

A Primer for Economists

1



1. Measuring Ageing

by Holger Strulik

1.1. The Force of Mortality

Ageing is defined as the intrinsic, cumulative, progressive, and deleterious loss of func-

tion that eventually culminates in death (Arking, 2006, Masoro, 2006). Here we focus

on ageing of organisms (mostly humans) but everybody who is driving a car will rec-

ognize that the definition of ageing applies to non-living matter as well. Actually,

living and inanimate systems are ageing in a similar way, a phenomenon to which

we return later. Sometimes ageing and senescence are used synonymously (Masoro,

2006), sometimes senescence is reserved for the period of obvious functional decline in

the later years of an animal’s life-span (Arking, 2006).

Ageing can be measured by directly accounting for the accumulated deficits, a con-

cept to which we return later, or by its consequences for mortality, which we discuss

next. Demographers employ several indices of mortality. For example, the probabil-

ity to survive to age x, the life-expectancy at age x, or the probability of dying in the

age interval x + Δx. Of these, the probability to die is the most suitable measure of

ageing because it provides the age-specific impact on mortality independently from

age-specific events at other age groups. To see this note that, for example, the probabil-

ity of dying in the age interval (0,1) clearly affects the survival probability to any age

x > 1 as well as life expectancy at age 0, but not the other way around.
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Biologists and gerontologists are also emphasizing that individual ageing must be

understood as an event-dependent not as a time-dependent process (Arking, 2006).

Hence, according to this view there is no such thing as a “biological clock”; the proba-

bility of dying is just a measure of how members of a population (a species, a popula-

tion of country) age on average.

Given a sample of a population and the observation (from a life table) that a number

Sx thereof survives to age x and a number dx = Sx − Sx+Δx dies between age x and

x+Δx, the probability to die in age interval x+Δ is given by qx = dx/Sx. The discrete-

time measure has the inconvenient side-effect that the probability to die depends on the

length of the age-interval x. In order to get rid of this problem we take the continuous

limit

μ(x) = lim
Δx→0

= S(x)− S(x+Δx)
ΔxS(x) = − Ṡ(x)

S(x)

which provides the force of mortality: the conditional probability to die at age x given

survival up to age x. Note that age x is conceptualized as continuous and that μ(x) is

not bounded from above by one.

From the empirical data the force of mortality can be approximated using, for exam-

ple, the method of finite differences on μ(x) = −d(logS(x))/dx:

μ(x) = 1
2Δx

[logS(x −Δx)− logS(x+Δx)] .

The notion of the force of mortality should be familiar not only to engineers (as the

failure rate) but also to economists as the hazard rate; the hazard here is to expire at age

x. The “perpetual youth” models built on Blanchard (1985) and Yaari (1968) investigate

the special case μ(x) = λ for all x. The assumption that the probability to die at age x

is independent from x, constitutes, in fact, the definition of a non-ageing organism in

biology (Arking, 2006). Thus, the most popular economic models that are taking the

finiteness of human life into account are inherently unsuitable to display and discuss
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aspects of human ageing.1

1.2. The Gompertz-Makeham Formula

The force of mortality for humans (and other organisms) increases with age in a par-

ticular way. This is shown exemplarily for US Americans in Figure 1.1, in which dots

represent the actual age-specific force of mortality. Human life can be roughly subdi-

vided into two periods: an initial phase of development ranging from birth to puberty

during which the probability to die decreases (from A to B in Figure 1.1), immediately

followed by the phase of ageing during which the probability to die increases. Notice

that almost nowhere along the human life cycle is the probability to die constant.2

The most striking feature of Figure 1.1 is the long period of life, ranging from about

30 to 90 years of age, for which age and the force of mortality are log-linearly related.

This relationship is known as Gompertz law after actuary Benjamin Gompertz (1825)

who first observed and stated it formally: log μ(x) = a+ αx, or equivalently,

μ(x) = R exp(αx). (1.1)

For humans the estimate of α is around 0.1 implying that the probability to die dou-

bles approximately every 10 years. The Gompertz formula was further improved by

William Makeham (1860) who noticed that not all causes of death are age related. Con-

sequently, a constant, reflecting an age-unrelated force of mortality, is added to yield

the famous Gompertz-Makeham formula.

1 This is of course acknowledged by the developers of the model by coining the “perpetual youth”
expression.

2 This rough division of human life is possibly good enough an approximation for economists inter-
ested in ageing. Yet at a closer look the picture gets more complicated and puzzling for evolutionary
biologists and gerontologists. The trough of the mortality rate is actually not constant. It was falling
over the last century and is now reached in fully developed countries around age 10, i.e. several years
before sexual maturity (Milne, 2006). Moreover, ageing understood as the increasing loss of bodily
function starts at least at birth if not earlier since infants are already subject to somatic mutations and
telomere shortening (Frenck et al. 1998). See also Chapter 2.
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Figure 1.1.: Age-specific Mortality Rate: United States 1959-1961

Dots indicate data points, the straight line shows the Gompertz
estimate. Figure taken from Arking (2006).

μ(x) = A+R exp(αx). (1.2)

Subsequently, many researchers from various disciplines have tried to further im-

prove the formula to little avail (see Gavrilov and Gavrilova, 1991, Ch. 2 for a de-

tailed discussion). Taking both simplicity and precision into account, the Gompertz-

Makeham formula is to the present day the most appropriate, concise, and widely used

formal description of ageing (Olshansky and Carnes, 1997). Not only for humans are

its parameters estimated with great precision also species as different as yeast, fruit-

flies, rats, and horses, have been shown to age according to the Gompertz-Makeham

formula. The estimated coefficients, of course differ greatly, reflecting the large varia-

tion in life-span across species (Arking, 2006, Gavrilov and Gavrilova, 1991).
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The fact that the Gompertz-Makeham law so precisely describes ageing from young

adulthood onwards makes it a convenient tool to describe mortality of a representative

individual in dynamic overlapping generations models, i.e. within a modeling frame-

work which usually neglects decision making during childhood and assumes that a

household’s choices are made by persons at the onset of young adulthood. For these

kinds of analyses the Gompertz-Makeham law (7.1) clearly shows that there exists no

upper limit to human life-span. Formally, μ(x) is finite for finite x; there exists no age x

at which μ(x) converges towards a pole. Or more vividly put “no matter how old one

is, the probability to die on the next day is never unity”. This statement may sound like

platitude but, in fact, until recently many biologists were convinced that there exists a

maximum human life-span (e.g. Fries, 1980). With respect to economic overlapping-

generations modeling the Gompertz.Makeham law implies that there is no capital T

marking “the end of the second period”, i..e. the end of life.

Figure 1.2.: Ageing according to Gompertz-Makeham vs. Probabilistic Death
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Solid lines: Estimates from Swedish life tables: A = 0.00552, R = 0.000033, α = 0.1013 (Gavrilov and
Gavriolova, 1991), own calculations. Dashed lines: hypothetical perpetual youth scenario: λ = 0.025.

Figure 1.2 compares mortality according to Gompertz-Makeham estimated for Swedish

men alive 1901-1910 with mortality of an individual of perpetual youth. The panel on
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the left-hand side shows the log of the force of mortality. It can be seen that the Gom-

pertz part becomes dominating at ages around 50, from which on the force of mor-

tality appears to be log-linearly increasing in age. The perpetual youth model clearly

overestimates mortality of young adults and underestimates it for the old. Notice, by

comparing Figure 1.1 and 1.2, how the Makeham-amendment leads to a much bet-

ter approximation of μ for young adults. While the Gompertz formula approximates

human mortality reasonably good for ages between 40 and 80 years, the Makeham

amendment yields a good approximation for ages between 15 and 90 years (Carnes et

al., 2006).

The middle panel of Figure 1.2 shows the probability to survive to age x (or the

fraction of the original cohort size still alive at age x). It is obtained as the solution of

Ṡ(x)− μ(x)S(x) = 0 given that S(0) = 1, implying for Gompertz-Makeham

S(x) = exp
(

−Ax − R

α
(exp(αx)− 1)

)
(1.3)

and, trivially, for the perpetually youth agent S(x) = exp(−λx). According to Gompertz-

Makeham, S(x) is concave: the probability to survive decreases relatively with age at

young ages and strongly at old ages. The perpetual youth model predicts just the op-

posite, i.e. steeply falling survival prospects at young ages.

The panel on the right hand side of Figure 1.2 shows life-expectancy (expected re-

maining years to live) at age x

e(x) =
∫∞

x S(a)da
S(a) .

For the perpetual-youth agent life-expectancy is independent of age (and equals 1/λ)

while, actually, according to Gompertz-Makeham life-expectancy is almost linearly

falling with age in the range of 20 to 70 years, after which it levels off.

At the upper age range, for the oldest old, the Gompertz-Makeham formula loses
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precision. In contrast to what one might have expected, at ages of above 90 the force

of mortality increases less than log-linearly with age . Again, this phenomenon is not

unique to humans but visible in other species as well. Various amendments to the

original formula have been suggested to take the oldest old into account (e.g. Perks,

1932). If this leveling off become so strong that the force of mortality stops to increase,

the oldest old become indeed non-ageing. The possibility that – once a certain age has

been reached – we turn out to be not exactly immortal but non-ageing has, of course,

inspired research and debate in biology, demography, and gerontology (Wachter and

Finch, 1997, Oeppen and Vaubel, 2002, Carnes and Olshansky, 2007).

For a correct assessment note, however, that at best the force of mortality reaches a

high plateau. It does not relapse to the level of background mortality A. Speaking of

negligible senescence (Finch and Austad, 2001) with respect to the oldest old is literally

correct but may nevertheless be misleading. Nowhere is the probability to die as high

as for the oldest old. Intellectually, the biological foundation of a constant mortality

rate is relatively easy to grasp (we return to that in section 5). Intellectually more

fascinating is the Gompertz-Makeham law on which we focus now.

1.3. Stability of the Gompertz-Makeham Law: History

and Science Fiction

Over the last century human life expectancy at birth has increased by more than 20

years in most of the fully developed countries (Riley, 2001). It is interesting to investi-

gate how these huge improvements of human longevity have affected the Gompertz-

Makeham law. For this purpose the notion is helpful that the Makeham-parameter A

is not an inherently stochastic influence on human survival (as suggested by the per-

petual youth model) but rather reflects the age-unrelated forces of mortality, i.e. the

background mortality or extrinsic mortality (Carnes and Oshansky, 2007). In particu-
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lar we expect prevention, eradication, or cure of age-unrelated diseases to be reflected

in A. We expect progress with respect to the ageing process itself to be reflected in a

change of Gompertz-parameters R and/or α.

Figure 1.3.: Ageing In Sweden 1901-1910 and 1983

20 40 60 80 100

−7

−6

−5

−4

−3

−2

−1

0

Age (x)
20 40 60 80 100

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Age (x)
20 40 60 80 100

10

20

30

40

50

60

70

Age (x)

F
o
rc
e
o
f
M
o
rt
a
li
ty

(l
o
g
μ
(x
))

P
ro
b
.
to

su
rv
iv
e
to

a
g
e
x

L
if
e
E
x
p
ec
ta
n
cy

a
t
a
g
e
x

Parameters estimated from Swedish life tables for men in 1901-1910 (solid lines) and in 1983 (dashed
lines) Estimates from Gavrilov and Gavriolova (1991) and own calculations.

By estimating the Gompertz-Makeham law using life tables for a sample of coun-

tries over a very long horizon, Gavrilov and Gavrilova (1991) were able to show that

the age-dependent parameters R and α vary across countries and across sexes but are

strikingly stable over time. With contrast, the background risk parameter A has been

found to be sex independent and (for most countries) continuously falling over time.

For Sweden, for example, the parameter A fell over the last century by about one order

of magnitude from 0.55 percent to 0.048 percent. From this Gavrilov and Gavrilova

conclude that so far in human history advances in longevity manifested themselves al-

most exclusively in reduced background risk. Human ingenuity has not yet been able

to manipulate much the biological mechanism behind the ageing process, captured by

the age related parameters R and α.

Carnes et al., 1996, follow a different approach by trying to partition for a popula-
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tion sample extrinsic causes of death (i.e. through exposure to risk) and intrinsic causes

and by estimating R and α for the subsample of intrinsic deaths. This way they doc-

ument a downward trend for R over the last 40 years for 5 fully developed countries.

From this they conclude that the “mortality signature” for humans has already been

modified. Unfortunately they did not let the data decide whether the extrinsic Make-

ham parameter is still significantly present so that the two studies are not comparable.

Actually, as the authors admit, it is often difficult to partition deaths in extrinsic and

intrinsic categories. Getting killed by a road accident, for example, is at least partly in-

trinsic since, ceteris paribus older victims are more likely to succumb to their injuries.

The age distribution of pedestrians killed by road accidents parallels the distribution

of deaths from all causes (Comfort, 1979).

Moreover, there appears to be evidence for an impact of nutrition and health in in-

fancy and early childhood on the Gompertz parameter R. Note that an increase in

R would be visible diagrammatically by a downshift of the log(μ)–curve at all ages

whereas an increase in A shifts the curve predominantly at young ages such that curves

for different A converge at high ages as shown in Figure 1.2. Finch and Crimmins

(2004) observe – by eyeballing – such a parallel downshift of the mortality curve for

Sweden over the last century and argue in favor of a causal effect of inflammatory

exposure and nutrition during early childhood on this shift.

Some of the implications of the stability of the Gompertz-parameters can be dis-

cussed with help of Figure 1.3, which shows for Swedish men the estimated Gompertz

curve for 1901-1910 (solid lines, replicating Figure 1.2) and for 1987 (dashed lines), to-

gether with its implication for the probability to survive to age x and life-expectancy

at age x. The Figure impressively shows that so far technological, economic, and cul-

tural progress has predominantly improved the survival probabilities for young peo-

ple. Life-expectancy at age 80 in 1983 differs little from what it has been at the begin-

ning of the 20th century.
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The structural stability of the Gompertz-parameters is also helpful to explain the

popular ideas of “rectangularization” and “compression of morbidity” (Fries, 1980).

The middle panel of Figure 1.3 conveys the information that compared to the beginning

of the century a higher share of Swedish men reaches an old age of, say 70 years, and

expires then more quickly during their last years before death. Visually, the survival

curve becomes closer to rectangular over time. On average, later born persons spend

more of their life in a relatively healthy condition, an observation that has inspired

the notion of a “compression of morbidity”. Across individuals, however, there is no

compression of morbidity. In fact, the panel on the left showing the force of mortality

supports the opposite prediction: over time less young and intrinsically healthy people

are killed from exogenous forces implying a rising share of the population displaying

age-related frailties and chronical illness.

Figure 1.3 is also useful to shed light on the often controversially led discussion

about the human life span. It has already been shown that strictly speaking such a

thing as maximum human life-span does not exist. Even under time-invariance of

the Gompertz-Makeham parameters, the simple fact that the “sample size” of people

who ever lived on earth is continuously rising lets us expect that the maximum ever-

observed life-length will rise as time proceeds.

Finch and Pike (1996) suggest to define T as the estimated age at death of the last

survivor of a population of given finite size. This definition allows to calculate explic-

itly how life-span depends on sample size N . Plugging S(x) = 1/N , i.e. the probability

to be the last man standing out of N , into (1.3) and ignoring background risk (A = 0)

provides

1
N
= exp

(
−R

α
exp(αT ) + R

α

)
⇒ T = 1

α
log
(

α

R
logN + 1

)
.

Given their estimates of the Gompertz parameters Finch and Pike obtain life-span

as 105 years for N = 103 and 114 for N = 107. It turns out, that – without taking an
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oldest-old amendment into account – the Gompertz law predicts actually life-span of

local human and animal populations quite well. For example, it predicts for the sample

size of US females in 1980 T = 115 years while it was actually 112 years. Note also the

strong inverse relationship between T and α, suggesting large potential improvements

of T for small improvements of the pace of mortality α.

For constant α, however, life-span does not improve much through changes of N

or R. Sensitivity of life-span with respect to background risk A can be read off from

Figure 1.3. Inspection of the right and middle panel clarifies that the statement that

“life-expectancy at birth (or at age 20) went up tremendously during the last century”

is supported by the same data that lead to the conclusion that life-expectancy at age

100 or life-span (x for S(x) = 1/N ) has not improved much.

The observation that increasing life-expectancy was overwhelmingly brought forth

by declining background mortality inspired the following experiment. Suppose the

Gompertz-Makeham law holds and the Gompertz parameters are indeed stable over

time. To fit the curve to life-expectancy at birth in medieval England (1330-1479) which

was about 22 years (Clark, 2007). we set A = 0.043. The implied predictions of the

Gompertz-Makeham model are shown by dotted lines in Figure 1.4, which for better

comparison also re-iterates from Figure 1.2 mortality for Sweden in the 20th century

(solid lines) and the perpetual youth scenario (dashed lines).

The middle panel of Figure 1.4 clearly shows that survival according to Gompertz-

Makeham under the high medieval background mortality is visibly not very different

from the prediction of the “perpetual youth” model (dotted lines). The force of mor-

tality, shown in the left panel, follows almost a straight line until about age 50, i.e.

until an age to which less than 10 percent of population survive. In other words, al-

though intrinsically present and not different from today, the mechanics of ageing are

not visible. The large majority of individuals dies from extrinsic causes. The notion

that survival probabilities were about the same in human paleontology as in medieval
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England (Clark, 2007, Gurven and Kaplan, 2007) inspires a first attempt towards an ex-

planation of human ageing: under high extrinsic mortality there was little evolutionary

pressure for non-ageing humans.3

Figure 1.4.: Ageing in the 20th-century and in Pre-Modern Times vs. Probabilistic
Death
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Solid lines: Estimates from Swedish life tables as in Figure 1.2. Dashed lines: hypothetical perpetual
youth scenario: λ = 0.025 as in Figure 1.2. Dotted lines: Gompertz-Makeham with elevated background
risk A = 0.43.

The time-(in)-variance of the Gompertz-Makeham parameters can also be used to as-

sess predictions about future gains in human life-expectancy. If future life-expectancy

could be derived from interpolating historic trends, one can indeed arrive at the con-

clusion that life-expectancy at birth will improve by about 3 month per year of birth

(Oeppen and Vaupel, 2002). The Gompertz-estimates, however, lead to a completely

different conclusion. Because A is already close to zero for most developed countries,

there will be little more future gains in life-expectancy as long as technological progress

improves almost exclusively background mortality and future life-expectancy at birth

will unlikely exceed 85 years (Fries, 1980, Carnes and Olshansky, 2007).

One problem with the stability hypothesis for the Gompertz parameters is that if

improvements in mortality were exclusively through declining A and A is by now

3 Evolutionary theories of ageing are discussed in Chapter 3.
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close to zero in fully developed countries, we should observe convergence behavior.

Age-specific mortality across fully developed countries should converge over time and

the age-distribution of deaths within countries should converge towards a limiting

distribution. Yet, Wilmoth (1997) cannot find such convergence behavior in the data.

In any case, future technological progress may make it possible (e.g. through gene

therapy) to reduce the Gompertz parameter α and it is illuminating to discuss briefly

how this would be reflected by the mortality statistics. Technological progress oper-

ating through α would be very different from anything observed so far: it would ef-

fectively slow down the ageing process. Note that curtailing or even abolishing major

causes of death (like, for example, cancer or diabetes) would not be expressed as reduc-

tion of α. Without a reduction of α any successful fight against one bodily impairment

entails inescapably the occurrence of another impairment in the near future.4

Figure 1.5.: Ageing Before and After the Wonka-Vite
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Solid lines: historical data as in Figure 1.2. Dotted lines: hypothetical reduction of α from 0.101 to 0.08.

Figure 1.5 shows the consequences of the introduction of a “Wonka-Vite” (Dahl,

1987, Kirkwood, 1999) i.e. a hypothetical pill that reduces α from 0.101 to 0.008. The

difference to the observed historical evolution of ageing shown in Figure 1.3 is striking.
4 A health-economic model in this spirit has been developed by Becker and Phillipson (1998).
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The Wonka-Vite effectively increases life-expectancy at every age by about 15 years and

thus indeed raises human life-span. While it does not produce a rectangularization of

the survival curve or a compression of morbidity, it effectively increases the health sta-

tus at every age, implying the prediction of less age-related deaths at every age and a

lower share of unhealthy (morbid) individuals in the population.

1.4. Species-Specific Invariants: The Strehler–Mildvan

Correlation

While the Gompertz-parameters α and R seem to be invariant over time they differ

actually across sexes and across countries. On average, people age in different ways

depending on their sex and provenience. On average, across countries, women face

a lower R and a higher α (Garilov and Gavrilova, 1991), indicating that women have

an initial advantage of lower ageing, which is with rising age eventually caught up by

men. In fact, there is a strong inverse (log-linear) association between R and α known

as the Strehler-Mildvan correlation or the compensation effect of mortality (Strehler

and Mildvan, 1960, Gavrilov and Gavrilova, 1991). Figure 1.6 shows the association

between these parameters for 30 countries.

The presence of the Strehler-Mildvan correlation has inspired the search for a species-

invariant component of ageing and a new definition of human life-span (Gavrilov and

Gavrilova, 1991). To see this, suppose the estimated Strehler-Mildvan correlation is

given by

logRi = logM − αiT (1.4)

where for i = 1, . . . , n the Ri and αi are the country- and sex-specific realizations of

the Gompertz parameters and M and T are the invariant coefficients of the Strehler-

Mildvan correlation. Thus μi = Ai+Ri exp(αix) is the country and sex-specific force of
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Figure 1.6.: The Strehler-Mildvan Correlation
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mortality. Inserting into this the Strehler-Mildvan correlation provides:

μi − Ai = M exp [αi(x − T )] . (1.5)

Observe that the modified Gompertz-Makeham law implies a fixed point. It predicts

that – controlling for country-specific background risk – men and women across coun-

tries share a common force of mortality M at age T . This implication is visualized for

a sample of three life-time tables in Figure 1.7. Since the focal point (T, M) is assumed

approximately by all observations it can be interpreted as a species-specific constant.

For humans the point estimate is T = 95 years. Gavrilov and Gavrilova (1991) have

shown that such a species-invariant focal point is also observable within animal soci-

eties for different populations of drosophila and of labor rats. The time invariance of
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the Gompertz law and the Strehler-Mildvan correlation suggests that – controlling for

country-specific background risk (degree of economic development) humans share a

common mechanism of ageing, a common stochastic process according to which indi-

vidual bodies lose function over time and bodily failures and impairments are accu-

mulated.

Figure 1.7.: The Strehler-Mildvan Correlation Across Countries
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A general pattern emerging from the Strehler-Mildvan correlation is that economi-

cally more advanced countries are characterized by a lower R and higher α, i.e. by a

lower initial mortality rate and faster speed of ageing. This implies that although lifes-

pan T seems to be unaffected by economic advances, the mortality rate is everywhere,

i.e. for all ages below T , lower in the economically advanced country. An important

conclusion from this is that ageing quickly (having a high α) is actually not a burden

but an indication of superior fitness. This notion will be further substantiated in the

next section. Finally, note that if R falls continuously and α rises such that lifespan T

remains constant, we would nevertheless expect that life-expectancy is continuously
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improving and that the record of the highest so far observed age at death (the conven-

tional measure of lifespan) is rising as well.

1.5. Reliability Theory

The fact that all humans appear to age according to a common formula, which we

moreover share with fruitflies, rats, and other animals, motivates the search for a com-

mon process that drives ageing. The quest for such a process is challenging because,

as emphasized already, there exists no biological clock. Trying to explain ageing fol-

lowing a line of reasoning by stating that humans age because their organs (e.g. the

cardiovascular system) age, and that organs age because the tissue they are made of

ages etc. will turn out to be utterly futile. At some point a micro-level will be reached

that consists of non-ageing entities, for example atoms. Eventually, we want to explain

why a system ages that consists of non-ageing elements.5

In explaining ageing systems biologists do not have to start from scratch. They can

built upon a subdiscipline in engineering, reliability theory, which is concerned just

with this particular problem, i.e. the problem how complicated mechanical systems

consisting of non-ageing elements (like cars) are increasingly losing function over time

so that the failure rate, i.e. the probability of the expiry of the system increases with

age (Barlow and Proschan, 1975). The task for biologists is to modify and extend

the available theory such that it is capable of motivating the Gompertz-Makeham law

(and possibly other important phenomena of human ageing, like the Strehler-Mildvan

correlation or the non-ageing of the oldest-old). There are several, sometimes com-

plementing, reliability theories available (Gavrilov and Gavrilova, 1991, Novoltsev,

2006, Finkelstein, 2008). Here we try to explain the idea by describing two particularly

straightforward models in detail after which we briefly mention existing extensions.

5 Of course, the claim that atoms do not age is justified only within a reasonable time-frame. If the
time frame gets long enough, even the universe ages.
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The presentation follows Gavrilov and Gavrilova (1991) who were the first to integrate

reliability research into the realm of biology.

Consider an organism constructed of n non-ageing blocks. Non-ageing means that

the failure rate λ is constant over time. Given age x the probability of a block to fail is

1−exp(−λx). Blocks are connected in parallel and the organism lives as long as at least

one block is in order. The probability that the organism expires before age x is given by

F (x) = [1− exp(−λx)]n and the probability to survive to age x is S(x) = 1− F (x). The

unconditional probability to die at age x is thus given by dF/dx = −λn exp(−λx)[1 −
exp(−λx]n−1 and the force of mortality is

μ(x) = λn exp(−λx)[1− exp(−λx]n−1

1− [1− exp(−λx)]n .

Taking a Taylor-approximation around zero, implying 1− exp(−λx) ≈ λx, the expres-

sion simplifies to μ(x) ≈ nλnxn−1 and using L’Hospital’s rule we obtain limx→∞ μ(x) =

λ.

The simple model is thus capable of explaining ageing: the force of mortality μ(x) is

increasing with age x. Ageing is explained as a loss of redundancy over time. This notion

of ageing as accelerated loss of organ reserve is in line with the mainstream view in the

medical science. For example, initially, as a young adult, the functional capacity of

human organs is estimated to be tenfold higher than needed for survival. (Fries, 1980).

The model is also useful to explain mortality of the oldest-old. With increasing age

the organism loses redundancy until survival depends, in the limit, just on the sur-

vival of the last functioning non-ageing block. Thus the organism converges towards

the constant mortality rate λ of its non-ageing elements. This is a general result from

reliability theory: the rate of ageing, i.e. the age-dependent component of the mortality

rate (the failure rate), is increasing in the complexity (redundancy) of the system. We

can expect that, for example, light bulbs and bacteria, age at a much lower rate than

cars or humans. Seen this way, ageing appears as a positive trait. It occurs because
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complex systems start out at a high level of redundancy and are thus less likely to

expire at young age.

The problem with the simple model is that the derived μ(x) at young ages does not

follow the Gompertz-Makeham law. It follows – similar to the failure rate of mechani-

cal systems – a Weibull distribution. In order to describe the ageing process of humans,

the model has to be made “more human”. Next we consider one of several possible

extensions.

Suppose an organism consists of m irreplaceable blocks, i.e. blocks connected in se-

ries such that the organism dies if one block fails. Each block consists of n elements,

connected in parallel with age-independent failure rate λ. Following the computations

from above we know that the failure rate of a block is nλnxn−1 for small x and ap-

proaches the constant λ for large x. Because blocks are connected in series (each of

them being essential), the failure rate of the organism equals the sum of failure rates of

blocks i.e. m · nλnxn−1 for small x and mλ for large x.

Next suppose that many elements are initially defect. The probability of an initially

functioning element is given by q. The failure rate of a block with i initially functioning

elements is thus μb(i) = iλixi−1 for small x and μb(i) = λ for large x. Blocks, ordered

according to their number of initially functioning elements, are binomially distributed.

We approximate the Binomial with a Poisson distribution

P (i) = c · exp(−k)k
i

i!

where k ≡ nq is the mean number of initially functioning elements and c is a normal-

izing constant ensuring that the sum of probabilities equals one. The failure rate of the

system, computed as the sum of the failure rate of blocks, is then obtained as

μ(x) =
n∑

i=1
mP (i)μB(i) = mc · exp(−k)

n∑
i=1

ki

i! μB(i).
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Inserting μB(i)we obtain that for young age (small x) the failure is approximately

μ(x) ≈ R
n∑

i=1

(kλx)i−1 · i

i! = R ·
⎡
⎣ ∞∑

i=1

(kλx)i−1
(i − 1)! −

∞∑
i=n+1

(kλx)i−1
(i − 1)!

⎤
⎦ .

with R ≡ mcλk exp(−k). Now consider a complex, redundant organism with a large

number of elements. In the limit, for n → ∞, the last term in brackets converges to

zero. The first term in brackets simplifies to exp(kλ).

Inserting into μ(x) the μB(i)’s for large x we get the failure at high age approximately

as

μ(x) ≈ mc exp(−k)
∑
i=1

n
ki

i! λ = mcλ exp(−k)
[ ∞∑

i=1

ki

i! −
∞∑

n+1

ki

i!

]
.

Again the last term in brackets is approximately zero for large n. The first term equals

exp(k) such that the expression simplifies to μ(x) = cmλ. Collecting results we have

μ(x) ≈

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Reα·x for small x

c · m · λ for large x.

(1.6)

with α = kλ. The organism ages according to Gompertz law. For large ages (the oldest

old) the force of mortality converges to a high plateau.

Taking log’s of R we get logR = log(cmkλ)− k and inserting α = kλ we arrive at

logR = logM − αT (1.7)

with M = αmc and T = 1/λ, which is the Strehler-Mildvan correlation. The reliability

model is capable to generate the most important regularities of human ageing.

For an interpretation of parameters, first note that T is uniquely pinned down by λ,

the age-independent failure rate of an element. If λ is a species-specific constant, then

the model predicts a unique focal point (life-span) T for the species. Across species,

T depends inversely on the robustness of its non-ageing elements. Let’s reasonably
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assume that m, the number of irreplaceable blocks, is also a species-dependent con-

stant. Then all variation within a species results from variation of k, the mean number

of initially functioning elements.

The parameter k is a compound parameter k = nq. Consider first variation in n,

the number of elements per block. For humans these differences could exist across

countries, because their citizens are on average of different size. This could in prin-

ciple come through country-specific diet and/or Darwinian selection because optimal

body-size depends on ambient temperature and the disease environment. The model

then predicts that α = kλ = nqλ is small in countries were people are on average rela-

tively short (say, India) and R is small in countries were people are on average tall (say,

the Netherlands). While the model predicts the same life-span for Dutchmen and In-

dians, it also predicts that the Dutch start out at lower mortality rates at younger years

and are ageing faster. In fact, the Dutch’s headstart is caught up by the Indians just at

T implying that everywhere below T survival prospects are better and life-expectancy

is higher in the Netherlands. Generally, the model predicts in line with the evidence a

positive association between body size and life-expectancy. The explanation is redun-

dancy. Larger humans have a larger organ reserve to life off.6

Next, hold n constant and consider variation of q, the probability for an element to

be initially functioning. Here it is probably more reasonable to consider within coun-

try variation over time (say Indians now and 50 years ago, or Dutchmen now and 300

years ago). The idea here is that available nutrition (for mother and child) and disease

exposure early in life have shaped q. Taking the historic improvement in nutrition and

health into account, the model then predicts that both Indians and Dutchmen are age-

ing faster now but starting out much better at younger age. Consequently, survival

prospects and life-expectancy have improved at any age. Actually, both Indians and

Dutchmen are also predicted to be taller because of the generally improved conditions

6 Chapter 2 of this review discusses the interaction of body size and mortality in detail.
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(Fogel, 1994) so that mortality would have improved because of the simultaneous and

amplifying effect of q and n on k = nq. But even holding body size (n) constant, the

model predicts through better initial functionality “fetal origins” (Barker, 1995, Black

et al., 2007), i.e. lasting consequences of early events in life on later mortality and mor-

bidity.

While the model does a fairly good job in explaining basic mechanisms of human

ageing, a better approximation of the actual ageing process can be achieved by adding

more details, i.e. more complexity. Important extensions of the basic model include

cascading effects, i.e. the phenomenon that failure of one element of the system entails

failure of other elements (Gavrilov and Gavrilova, 1991) and mechanisms of imper-

fect (cell-) maintenance and repair (Finkelstein, 2008). The most recent model of Milne

(2009) includes also a mechanism for redundancy expansion in early life and is com-

plex enough to redraw with great precision actually observed mortality data.

A common characteristic of all reliability-based models is that organisms are concep-

tualized as complex systems consisting of essential parts (e.g. organs, tissue) connected

in series, which are in turn built of smaller entities connected in parallel. Parallel con-

nectivity means that every reliability theory is built upon the idea of redundancy. An-

other common theme is a stochastic failure rate for the basic entities. The notion of

ageing as driven by a “natural” stochastic process helps to explain the “unfair” na-

ture of human fate, i.e. why we actually observe large differences of ageing on the

individual level. Reliability theory can explain why individuals raised under equal

conditions and/or built from the same genes (monozygotic twins) can age and even-

tually die in a very different ways. At the same time the models provides a toehold to

explain how population- (e.g. country-) specific characteristics and the environment

early in life have a bearing on aggregate ageing behavior of entire populations and/or

sub-populations. In short, it integrates “good luck” as another important driver of

longevity besides “good genes” and “good behavior”. By now the new view that age-
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ing and death are probably best conceptualized as accidental stochastic shocks on the

molecular level is firmly established in the natural sciences and has entered the biology

textbooks (Arking, 2006).

1.6. Ageing, Frailty, and Morbidity

Although age is such a powerful predictor of mortality on the aggregate level, it is a

relatively poor predictor on the individual level and biologists are tirelessly empha-

sizing that ageing should not be conceptualized as time-dependent but as an event-

dependent process. We thus turn next to the measurement of how ageing is expressed

in individuals and the question how – on the aggregate level – the expression of age-

ing is related to age. These questions are frequently addressed under the heading of

biomarkers. A biomarker in general is an indicator of the biological state of an organ-

ism. In bio-gerontology a set of biomarkers is an indicator of the biololigcal age of an

individual. On the individual level biomarkers allow us to disentangle chronological

age and individual age, i.e. to understand why a 40 year old person feels like being 60

and vice versa. On the aggregate level it is interesting to investigate how biomarkers

develop with age and how chronological age and biological age are related.

There exists no unified theory how biomarkers for ageing should look like and con-

sequently the literature has followed different approaches (e.g. Comfort, 1979, Borkan

and Norris, 1980, Shock, 1981, Weale, 1997, Jackson et al., 2003). A common theme is

the development of an index, i.e. a whole set of biomarkers measuring physiological

(and sometimes also the cognitive) variables followed by an investigation of how the

developed index correlates with age and how well it predicts mortality. Typical age-

and mortality-related biomarkers are systolic blood pressure, grip strength, forced ex-

piratory volume, white blood cell count, hearing loss, and reaction time.

Next we survey one indicator, the so called frailty index, in more detail because
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for this indicator the literature went farthest to explore its relation to mortality. The

frailty index has been established and investigated by Mitniski and Rockwood and

several coauthors in series of articles (e.g. Mitniski et al, 2002a, 2000b, 2005, 2010). The

following exposition is mainly based on Mitnitski et al., 2002a).

The frailty index counts for a large sample of individuals the bodily impairments

which are actually present out of a list of potential impairments, ranging from mild

deficits (reduced vision, incontinence) to near lethal ones (stroke, cancer). Mitnitski

and Rockwood consider a sample of 15 to 79 years old Canadians and 38 impairments.

They then show that the relative number of deficits, i.e. the frailty index D, of an indi-

vidual correlates with age in the exponential Gompertz-Makeham fashion. Specifically,

deficit accumulation evolves with age x according to

Di(x) = B +Qi exp(βix) (1.8)

where i = {m, w} is an index taking sex-specific differences into account.

Given the large sample size, the result can be interpreted as the probability of having

D percent of all possible frailties at the age of x. The parameters of the frailty accumu-

lation law are estimated with great precision. The point estimate and the 95 percent

confidence interval for Canadian men are B = 0.02± 0.001, logQm = −5.77± 0.06, and

βm = 0.043 ± 0.001 with an R2 of 0.97. Women are estimated to face the same initial

frailty B and a lower β (βw = 0.031 ± 0.001) and a higher Q (logQw = −4.62 ± 0.06).
This means that men are estimated to start out better and then to accumulate frailties

at higher speed i.e. to age faster than women.

The fact that men are initially less impaired and accumulate deficits faster implies

that the sex-specific frailty curves are meeting each other at some age TD. Following

the Streher-Mildvan approach we get

Di = B +DT · exp [βi(x − TD)] . (1.9)
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Implying that men and women share the same frailty B + DT at age TD. While the

fact that such an intersection exists is not surprising, the striking result here is that the

estimate of TD = 94 ± 2 years coincides with the focal point of mortality (life-span)

estimated by Gavrilov and Gavrilova (1991). The result suggests – at least for Cana-

dians – that the mechanisms behind frailty accumulation and mortality are probably

very similar. It supports, indirectly the reliability theory of ageing and mortality.

Using T = TD, the strong association between mortality and frailty, both appar-

ently governed by a Gompertz-Makeham law, can be made even more visible by solv-

ing (1.9) for TD and substituting the result for T in (7.1) using the definition M ≡
R exp(αT ). This provides the positive functional association between mortality and

frailty as

μi(Di) = A+M ·
(

Di − B

DT

)vi

, (1.10)

where vi ≡ αi/βi.

Apparently the association between frailty and mortality is non-linear. Recalling

that α is about 0.1 the exponent vi is larger than unity, suggesting a convex shape. In

words, another bodily impairment affects mortality relatively little when frailty is low

compared to another impairment when frailty is already high. An intuitive explanation

could be that less severe frailties, like impaired vision or backpain, are on average taken

up earlier in life compared to (near) lethal ones like cardiac infarction or stroke.

The striking result here is that the exponent is lower for men than for women re-

flecting the fact that the force of mortality increases faster for women (α is larger for

women) than for men while frailties are accumulated faster by men (β is larger for

men). It implies that for ages below TD = T , women display more frailties than men

but men are more likely to die.

The fact that (Canandian) men have a comparative advantage in frailty accumulation

can be straightforwardly explained by reliability theory. Men are on average larger and

have thus a larger organ reserve, a larger redundancy n (more bone mass, more muscle
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muss) to wear off during ageing. Male bodies are thus more reliable than female and

are predicted to fail later in life.

The puzzling effect here is that women are nevertheless predicted to have a com-

parative advantage in mortality. One possible explanation for this could be found by

taken into account the size and singularity of organs. Eyes, for example, usually come

in pairs of about the same size for men and women. This opens the door for q, the

probability of an initial functioning element, to have an impact. Suppose q is larger for

women. Recalling that the mean probability of a block (say an organ) to fail is given by

the compound qn, it is imaginable that women have a comparative advantage when

size n of the organ does not matter much for function (e.g. the cardiovascular sys-

tem) whereas men have a comparative advantage when size is important (e.g. muscle

strength and bone mass). Consistently with the mortality-frailty data, the model would

then predict that men are on average more likely to develop, for example, a blocked

neck artery (a stroke) but are less likely to suffer from back pain and osteoporosis.

The discussion leads us, finally, to a distinction between loss of function (measured

by the frailty index) and morbidity and their specific interaction with age and mortal-

ity. While the frailty index is just a counter of personal health experiences, the term

morbidity is commonly used with an emphasis on the quality of being unhealthy, in

particular with relation to disability. Although the evidence is sometimes conflicting,

there exist several studies documenting for the U.S. and other developed countries a

decline of disability among the old.7

The fact that the old, given age, experience less disability today than past genera-

tions entails no contradiction to the adamant loss of bodily function with age predicted

by reliability theory. Both phenomena are compatible once technological progress is

taken into account. For example, before the invention of eyeglasses or hip replace-

7 Note that declining disability among the old does not imply a compression of morbidity at the pop-
ulation level. The rising population share of old and potentially disabled persons works in the op-
posite direction. See Freedman et al. (2002) Crimmins (2004), and Parker and Thorslund (2007) for
surveys on trends of disability and morbidity among the old.
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ment, short-sightedness or arthritis may have caused disability while today these age-

dependent impairments are at best mild nuisances. Seen this way, disability prevalence

among the old is not a good indicator of ageing but a good indicator of medical tech-

nological progress (and, possibly, of efficiency and equality of health care provision).

Technological progress, however, has also driven a wedge between mortality and

frailty by postponing death from age-related causes. Contemplating the fact that Mit-

nitski and Rockwood’s frailty-counter advances by one if for, example, a person has

survived a heart attack or a stroke, may lead to the conclusion that the frailty index is

actually a better measure of ageing than the force of mortality. In any case it highlights

the double role of medical technological progress. To summarize, extrapolating past

technological trends we expect more people to survive towards a state of less function-

ality in less redundant bodies. But we also expect less disability, since loss of bodily

function will be increasingly repaired by technology. With contrast, a yet to come bio-

medical progress affecting the accumulation rates α and β (as, hopefully, epi-genetic

advancements) would have a very different quality. It promises improvement of both

measures of ageing, i.e. lower mortality and higher body functionality at any given

age.

The Gompertzian accumulation of frailties suggests for (health-) economists a straight-

forward improvement of modeling of health deterioration with age. Normally, health

is introduced as a state variable similar to human capital evolving like Ḣ = I − δH ,

where a dot signifies a derivative with respect to age and I is health investment, see e.g.

Grossman (1972) or Ehrlich and Chuma (1990). Holding δ constant the model predicts,

counterfactually, that health loss is largest when the state of health is best (δH is largest

when H is highest). Of course, health researchers are aware of this contradiction of the

facts, and try to repair the health equation by introducing an age-dependent depreci-

ation rate δ(x). But how exactly should the deprecation function look like so that the

model provides an acceptable approximation of real health deterioration? An intuitive

28



and readily implemented approach is available by Gompertzian frailty accumulation.

Suppose actual health is defined as best attainable health minus accumulated frail-

ties, H = H̄ − D where H̄ could be the state of health of a healthy 10 year old. This

implies Ḣ = −Ḋ. Taking the derivative in (1.9) with respect to age and ignoring sex-

specific indices we get

Ḋ = βQ exp(βx) = β(D − B). (1.11)

Inserting this into Ḣ and re-substituting D provides

Ḣ = β
(
H̄ − H − B

)
. (1.12)

Equation (1.12 constitutes ) a simple linear differential equation for health, which –

in line with the facts – predicts that health loss is small at a good state of health and

increasing losses are predicted when the health stock deteriorates. In fact, the model is,

at least for Canadians, readily calibrated with the available data. After all that has been

discussed so far it is also clear where successful health investments would enter the

equation. After the Wonka-Vite, they might reduce the β. Up to now, health investment

reduces at best the B because it has not yet the power to slow down the pace of ageing,

1.7. Conclusion

This chapter has shown a strong log-linear association between age and the force of

mortality, known as the Gompertz-Makeham law, and its implications for survival and

life-expectancy. It has used the formula to discuss the history and science fiction of

human ageing. It has then shown another strong association, the Strehler-Mildvan

correlation, and developed its implication for human life-span and the idiosyncracies

of the ageing process across countries and sexes.

These observations have set the stage for an explanation of ageing using reliability
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theory from engineering, a theory that explains ageing of organism and other systems

constructed of non-ageing elements by the intricate interplay of stochastic processes

operating in series and in parallel, i.e., in short, by the depletion of initial functional re-

dundancy within the system. The theory was then confronted with an empirical mea-

sure of functional loss, the frailty index. Again a strong association between the log-

linear accumulation of frailties with age and the Gompertz-Makeham law emerged.

The overall conclusion is thus the notion of ageing as the increasing loss of bodily

function with age. Although this loss of function can be best conceptualized as being

purely stochastic at the cell level it manifests itself as a “law of ageing” at the aggregate

level. This has lead to some first suggestions for the modeling of health deterioration

and maintenance for the LEPAS project as well as for health economics in general.

Some important aspects ageing have not been addressed in this chapter, for example

how evolution has shaped human ageing, how ageing relates to physiological pro-

cesses, in particular to metabolic activity, and how different elements of bodily func-

tion age differently, i.e. how different aspects of human capital (e.g. muscle strength,

different functions of the brain) deteriorate with age. These questions are in detail

addressed in the following chapters.
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2. Metabolism and Longevity

by Carl-Johan Dalgaard

In this chapter we discuss theories that relate metabolism (thus, indirectly, stature) to

longevity. In essence, therefore, these are theories that highlight the importance of the

environmental factors during life in explaining ultimate longevity. A sensible initial

question to ask, however, is whether this avenue of influence is likely to be important.

Indeed, one may imagine that genes, or influences while in utero, could be (much) more

important determinants of life span.

Hence, we begin by briefly touching upon work aimed at examining the importance

of genes, or environmental influence while being in the mother’s womb, for life ex-

pectancy. That is, we look at the importance of “pre-birth” determinants of longevity.

Then we turn to a discussion of “post-birth” determinants of life expectancy; the object

of main interest in the present context.

2.1. Pre-birth Determinants of Longevity

There are two separate issues worth considering before we turn to the possible link

between metabolism during life and longevity. The first issues is whether longevity is

determined genetically. If so then an evolutionary approach is called for, rather than

an approach which emphasizes the impact from the environment. The second issue

36



is whether the important environmental line of influence is that while in utero. If it is,

then this too would suggest a change in focus away from post-birth determinants of

longevity.

2.1.1. Genes

During the last roughly 150 years human life expectancy has risen tremendously. If

measured in terms of the evolution of the country-year pair of highest life expectancy

world wide, human life expectancy has risen by about 1/4 of a year, per year, on aver-

age (Oeppen and Vaupel, 2002). This comes to an increase of more than 30 years over

the period in question. 150 years is, in evolutionary terms, all but an eye blink. Hence,

the “growth record” in life expectancy might in itself suggest that other forces, beyond

evolution, hold considerable explanatory power as drivers of human life expectancy.

Naturally, genetic traits may nevertheless be strong determinants of variation in life

expectancy within populations and between countries.

Figure 2.1.: The Role of Genes in Determining Longevity

Source: Christensen et al., 2006.
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One way to examine the first issue is to examine the longevity of “identical twins”

(or, “Monozygotic twins”). If life span is genetically determined one would expect to

see a positive correlation between age at death within twin pairs. Figure 2.1 shows the

correlation between between identical twins, and twins originating from two separate

eggs (“Dizygotic twins”). There is a visually obvious positive correlation. At the same

time there is a lot of variation, or noise, to be seen in the figure suggesting that life span

is also affected by non-genetic factors, such as life style and luck. Indeed, Christensen

et al. (2006) argue that genes account for around 1/4 of the variation in within country

populations. Hence, the genetic make-up of individuals does seem to matter, and by

extension, that there is ample room for genes to influence cross-country differences in

life expectancy (see also Galor and Moav, 2007).

2.1.2. Environmental Influences in utero

Another possibility is that life expectancy is highly influenced by external factors while

in utero. This idea, sometimes referred to as “the fetal origins hypothesis”, has had

some influence on research economics. For instance, Van den Berg et al. (2006) docu-

ment that children born during business cycles booms, as compared to the immediate

adjacent bust, live longer. In a similar vein, Doblhammer and Vaupel (2001) docu-

ment that the birth month seems to matter to longevity; children born (in the Northern

Hemisphere) during October-December live longer than children born between April

and June. Intriguingly, the results are shifted about 6 month when countries in the

Southern Hemisphere are considered, suggesting an impact from the changing sea-

sons. The authors document that these seasonal effects tend to disappear over time

when looking at recent cohorts.

In economics the typical bio-marker for early-life influence is the birth weight of

children; several studies have used this variable to examine adult outcomes while re-
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ferring to the fetal origins hypothesis as theoretical foundation.1 The basic idea which

is exploited in economics is that a low birth weight signals initial health, as determined

by factors that influenced the foetus.

But a strong causal link between body size at birth and the potential for successful

ageing can be questioned. In an interesting paper Christensen et al. (1995) examine the

life span consequences of being born as a twin rather than being “single born”. If birth

weight matters to longevity per se twins should feature higher mortality than single

born offspring (later in life), as they on average are considerably smaller at birth; on

average twins are about 900 g lighter at birth. Figure 2.2 shows the mortality patterns

for twins and the general population in Denmark. Aside from mortality early in life,

which is rather noisy due to relatively few deaths, it seems clear that there is not any

particular difference in death rates to be seen. Hence, one may wonder whether birth

weight really matters as such. Perhaps a low birth weight is correlated with other

factors that influence longevity in a causal manner?2

These concerns notwithstanding, most medical researchers seem to accept the no-

tion that early life influences does have an effect on mortality patterns later in life.

The exact magnitude may be hard to assess precisely, but in their survey Vaupel et al.

(1998) suggest that about 1/4 of the variation in longevity (within populations) may

be accounted for by early life influences.

2.1.3. The Quantitative Significance of Pre-birth Factors

In summary of the discussion above, the best available evidence suggests that about

1/2 of the variation in longevity within populations is due to genetic factors, and early

life influences in utero; roughly divided equally between the two. This leaves another

1 See Black et al. (2007) and the references cited therein.
2 Black et al. (2007) exploit variation in birth weight between twins in their study. Nevertheless, given

the underlying theory for correlation between birth weight and outcomes later in life, it remains
difficult to square a causal interpretation of birth weight with the lack of a difference in longevity
between single born children and twins, as documented by Christensen et al. (1995).
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Figure 2.2.: Mortality Schedules for Twins and Background Population

Source: Christensen et al. (1995).

50% of the variation which then must be due to environmental influences during life.

2.2. Post-birth Determinants of Longevity

2.2.1. The Rate of Living Theory

The rate of living theory can be traced back to the writings of Aristole, who observed:3

“A lesser flame is consumed by a greater one, for the nutriment, to wit the smoke, which the

3 As quoted in Speakman (2005).
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former takes a long period to expend is used up by the big flame quickly.” Hence, the basic no-

tion is that there is a certain “amount of living” available, which can be used up quickly

or slowly. This biological idea has influenced economic theory. In particular, the ba-

sic theory of optimal capital utilization asserts that a more intensive use of machinery

leads to higher user cost of capital through accelerated capital depreciation and thus

lowered capital longevity. This is a clear application of the rate of living theory, albeit

to a non-biological setting.4

There is biological evidence to suggest a - roughly - “fixed amount of living”. We

begin with the observation (which stems from the literature on allometric scaling)5

that maximum life span scales approximately with body mass, m, in accordance with

Tmax = T0m
1/4, T0 > 0. (2.1)

That is, comparing different species life span rises with body mass in accordance with

the above log-linear specification. Figure 2.3 illustrates this regularity, which holds for

mammals as well as birds.6 The basic message, that larger individuals tend to live

longer, have long since found its way to economics research (see e.g., Fogel, 1994).

Next, we need to invoke another scaling relationship. Namely that between the heart

rate, h, of a mammal (at rest) and its body mass. Empirically, the heart rate declines

with the size of the animal in question: h = h0m
−1/4 (e.g., West and Brown, 2005). As a

result, total heart beats per life time is

Tmax · h ≈ T0m
1/4h0m

−1/4 = T0h0,

4 The classical reference is Taubman and Wilkinson (1970). The basic machinery has since then
found use in business cycle research (e.g., Greenwood, Hercowitz and Huffman, 1988; Burnside and
Eichenbaum, 1996) as well as in growth theory (e.g., Dalgaard, 2003; Dalgaard and Hansen, 2005;
Chatterjee, 2005).

5 “Allometric scaling” is a technique used in biology to study how selected biological variables of an
organism correlate with the size of the organism. The size of the organism is usually summarized by
its body mass. See Brown et al. (2004) for a survey.

6 “Maximum life span” is naturally measured with some error. Usually proxies are found in recordings
of life spans of animals in captivity.
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Figure 2.3.: Life Span and Body Size

Source: Hulbert et al. (2007).

and thus size independent. A shrew, a human, and an elephant has about the same

number of heart beats per life time. Taken literately, about 955.787.040. Superficially,

this is consistent with the notion of a “given amount of living”, which can be expended

fast or slowly, consistent with the rate of living theory.

Extreme care should be taken in not over-interpreting this finding. For one thing

the relation is approximate. Second, “maximum life span” is a difficult concept, and

one may worry that especially humans may be able to manipulate it technologically.

Hence, the above result should not be taken to suggest that life is exactly like a coupon

ticket. But the fact that heart beats per life time is roughly mass independent (at least

among mammals) may indicate the existence of some type of bio-mechanical constraint

that characterizes most animals on the planet, and serves to limit life spans in a unify-
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ing way across species.

The quest for a candidate bio-mechanical constraint takes us to metabolism. To un-

derstand why, one needs to introduce a third regularity, known as Kleiber’s (1932) law:

B = B0m
b, B0 > 0, b = 3/4, (2.2)

where B is the basal metabolic rate (BMR) and B0 is a species-dependent constant.7

Thus, drawn on log-log paper the energy-body mass relationship is linear with slope

of 3/4, see Figure 2.4.

Figure 2.4.: Kleiber’s Law

Source: West and Brown (2005).

A slope of 3/4 has been verified by Brody (1945) for almost all terrestrial animals

7 “Metabolism” refers to the biochemical processes by which nutrients are transformed into energy,
which allows the organs of the body (i.e. ultimately the cells of the body) to function. The “basal
metabolic rate” is defined as the amount of energy expended while at rest
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yielding the famous “mouse-to-elephant curve”. Recently biologists and physicists

have managed to provide a theoretical explanation for Kleiber’s law. A living or-

ganism needs to feed its cells. For that purpose energy and material is transported

through hierarchically branching networks like blood vessels in mammals. The net-

work in use, however, is not of arbitrary structure. Given that organisms have evolved

through natural selection, it must be one that minimizes energy used for transport, i.e.

one that minimizes hydrodynamic resistance. West et al. (1997) have shown that or-

ganisms, viewed as energy transporting networks that minimize energy dissipation,

fulfill Kleiber’s law. The interesting observation, from the point of view of the above

discussion, is that the network model provides a solid foundation for a central im-

plication of Kleiber’s law: Energy needs per unit of body mass is declining in body size

(B/m = B0m
−1/4). Another way to put this fact is that each cell apparently needs to

work less hard in larger animals, as larger networks are more efficient. Perhaps this

could have bearing on the fact that a longer life span is possible in larger animals, as

greater body size might then translate into a slower rate of cell ageing? The case in

favor of this assertion would seem to gain strength if the process of metabolism itself

has certain life shortening implications. “The free radical theory” provides just such a

causal link.

2.2.2. Free Radical Theory

The free radical theory of ageing is usually attributed to Gerschman et al (1954) and

Harman (1956). The basic idea is that ageing is an a consequence of toxic by-products

of metabolism; the generation of so-called radical oxygen species (ROS) which causes

cellular damage. In reduced form, the prediction is that a higher rate of metabolism

(per cell) leads to a faster accumulation of damage and thus ageing.8

There is evidence that the main thrust of the theory might be important in the hu-

8 See Speakman (2005) for a detailed description of the biochemical processes at work.
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man species. For one thing, it is by now fairly well established that restricting energy

consumption (without causing malnutrition) slows ageing (e.g., Ramsey et al., 2000).

Moreover, the free radical theory may also explain the declining death rates among the

oldest old. In a recent study Ruggerio et. al (2008) examines a sample of Canadians,

who were followed over a 40 year period. The study reveals two important facts: (i)

BMR declines with ages, and at an accelerated rate at older ages, (ii) BMR is a predic-

tor of time of death; higher BMR leads to an earlier time of death. Hence, the study

corroborates the link between the rate of metabolism and ageing, and, moreover, pro-

vides some evidence that the theory may be able to account for the (off hand puzzling)

declining death rates among the oldest old.

In order to see how the free radical theory might produce a link between life span

and body size, with metabolism as the mediator, consider the following simplified ver-

sion of “damage equation”, discussed in Chapter 1.

Ḋ (t) = μD (t) , D (0) given. (2.3)

As before, death is assumed to occur when the damage index reaches a critical level:

D̄. The rate at which damage is accumulated is μ. Now, suppose this rate is determined

by the rate at which the average cell is damaged, which, according to the free radical

theory depends on metabolism per cell.9 Then we have

μ = μ0
B

N
,

9 Going one step back to the underlying premises: (i) We are assuming that damage to each cell grows
exponentially over time at the rate μ, (ii) that total damage to the organism as a whole is damage to
each cell, multiplied by total cells in the body. As long as body mass is constant, and thus the or-
ganism has a constant amount of cells, this leads to equation (2.3). Hence, the current considerations
are likely more relevant for an intermediate age range, thus excluding children (growing body size),
and the very old (declining body size) from consideration. Moreover, if cellular damage is the cause
of the empirically observed growing death probability during life, then μ can also be thought of as
the growth rate in the death rate in a Gompertz equation. Note that the Gompertz equation is a fair
description of the data precisely in the “intermediate” age bracket.
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where μ0 is an appropriately chosen (mass independent) constant, B is basal metabolism

of the entire organism, and N the total number of cells in the body. Since the total mass

of an organism is the weight of each cell multiplied by the number of cells, we may

write

μ0
B

N
∝ μ0

B

m
∝ m−1/4,

where the last step employs Kleiber’s law (equation (2.2)). Finally, maximum life span,

Tmax, can be seen as the time it takes to reach D̄, starting at D (0).10 Using equation

(2.3) and the equation above:

Tmax = log
[

D̄

D (0)

]
μ−1 ∝ T0m

1/4. (2.4)

Hence, by combining the basic free radical theory, the notion of increasing biological

damage (frailty) and Kleiber’s law, one is able to reproduce the basic biological corre-

lation between body mass and (maximum) life span, see equation (2.1).

In order to turn the above into a dynamic model of longevity, it is necessary to con-

sider the dynamics of body growth. A general model of body growth is developed by

West et al. (2001); this theory has recently been introduced into the economics litera-

ture by Dalgaard and Strulik (2010). The point of departure for the West et al. model,

is the following energy conservation equation:

E (t) = κN + ψṄ,

where E (t) is energy intake during a period, κN are energy needs for maintenance of

cells (N ) and ψ captures the energy costs of cell creation. Since each cell has a certain

10 We are necessarily dealing with maximum life span as we are recording the time it takes until the
organism must collapse due to accumulated damage. In practise, of course, any given mammal may
die before then, due to disease, predation or bad luck.
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weight, ω say, we can convert the right hand side into body mass:

E (t) = κ

ω
m (t) + ψ

ω
ṁ (t) ⇔ ṁ = ω

ψ
E (t)− κ

ψ
m (t) .

In West et al. energy intake is assumed to equal energy requirements as given by

Kleiber’s law; Dalgaard and Strulik determine it through optimization. In the for-

mer case, however, the final dynamic equation governing body size becomes (using

equation (2.2) in the equation above):

ṁ = am3/4 − bm (t) , (2.5)

with a and b being appropriately defined parameters. Biologically, a and b are species

specific, and thus map into species specific asymptotic body sizes. Moreover, by equa-

tion (2.4), they will map into species specific longevity. In human populations, it may

be reasonable to assume that asymptotic body size is somewhat amendable to an op-

timally chosen trajectory for energy intake, and thus subject to optimization. In ad-

dition, however, it will be meaningful to consider scenarios where Tmax is affected by

technological forces (broadly defined) in addition to biological forces.

2.2.3. Teleomere Theory

The idea of Harman (1956), discussed above, that metabolism produces oxygen free

radicals which generate cell damage, suggests that something like a biological clock

may exist: the process of converting nutrient intake into muscular work effort in-

evitably leads to ageing. The later work of Heyflick (1965) can also be viewed as

pointing to the existence of a biological clock, but via a seemingly different mecha-

nism; Heyflick documented that human cells ceases to replicate after a certain amount

of cell doubling. In other words: there seems to be an upper limit to the reproductive

life span of cells: the so-called “Heyflick limit”.
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A likely proximate determinant of the Heyflick limit is the gradual reduction in

“teleomere length” . Telomeres are protein caps that are located at the end of chro-

mosomes. The role of these end-caps is to protect the intregrity of the chromosomes

during cell division. However, as cells divide the length of the telomeres decline. Even-

tually their length reach a critical size, after which cell division ceases; the Heyflick

limit is reached (see Olovnikov, 1996).

A layman’s way to think of the role of telomeres is the following analogy. Think

about a DNA sequence as a written text on a piece of paper; DNA replication is then

conceived as a process whereby the text is photocopied, and then the copy is copied

and so forth. The telomeres are then analogous to the white spaces in between indi-

vidual letters and words. Now, every time the text is copied the letters of the text will

tend to become increasingly blurred; the distance between words and letters will seem

shorter. Eventually, the text becomes unreadable; further copying is pointless. Much

like the white spaces in between letters and words is crucial for the readability of a

text, teleomeres are critical for a meaningful process of cell division.

Some attempts have been made to model this process mathematically. For instance,

Aviv et al. (2003) postulate an equation governing the evolution of telomere length,

which (in continous time) can be written

L̇ (t) = −φ1 ·
[
φ2

ṁ (t)
m (t) + φ3m (t)

]
,

where L̇ is the change in telomere length from one instant to the next, m is body mass

and φ1−φ3 are positive parameters. Hence, this equation captures that periods of body

growth, which are associated with rapid cell division, work to run down telomere

length. Combing this equation with equation (2.5) provides a simple model of the

evolution of telomere length, for initial body size and telomere size given. Finally, Aviv

et al. (2003) postulate a link between telomere length, and the probability of remaining

disease free; the probability declines as L shrinks. The authors argue that the model is
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able to shed light on various phenomena, like the life shortening effect of obesity.

While body growth, and thus cell division, is one way in which telomere length is re-

duced, it is increasingly understood that there is another force that also leads to telom-

ere shortening: oxidative stress (von Zglinicki et al., 2000). Hence, the same mecha-

nism that leads to cell damage, as discussed above, also has the effect of speeding up

cell senescence. From a formal perspective; with this notion on telomere erosion in

mind, the theoretical approach from the last section may be a reasonable reduced form

representation here as well.

There is indeed evidence to suggest that teleomere shortening is empirically rele-

vant in the context of human longevity. For one thing, accelerated telomere shortening

has been shown to be the result of smoking and obesity (Valdes et al., 2005), known

sources of oxidative stress and accelerated ageing. Epel et al. (2004) find evidence

that psychological stress is significantly associated with heightened oxidative stress and

shorter telomere length, and Kimura et al. (2008) show that telomere length indeed

holds predictive power vis-a-vis mortality, in a sample of elderly twins.
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3. Evolutionary Theories of Ageing

by Michael Kuhn and Alexia Prskawetz

This chapter is devoted to evolutionary theories of ageing that aim for an expla-

nation of the “genetic architecture” of the life history with a view to understanding

why ageing and senescence occur. Life histories are defined as cycles of maturation,

fertility and mortality. A key question is to understand why ageing, i.e. decreasing

fertility and increasing mortality with age, has evolved, although it is clearly bad at

the individual level. We begin by reviewing the ‘classical’ evolutionary theories of

ageing: mutation accumulation, antagonistic pleiotropy and disposable soma theories.

To some extent, these theories fail to explain, however, decreasing mortality at young

ages and/or post reproductive survival, phenomena that occur in many species, in

particular in birds and mammals, including humans. Newer theories seek to address

these issues by incorporating transfer-giving to children and more detailed modeling

of the physiological mechanisms underlying the process of ageing. We consider first an

extension to mutation-selection theory including inter-generational transfers and then

turn to discuss life history models that explicitly include optimization of a fitness cri-

terion as an evolutionary objective function. We discuss how these models have been

used to derive realistic mortality patterns and other features of ageing.
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3.1. Introduction

This chapter explores approaches from evolutionary biology to explain the phenomenon

of ageing. Formalizations of the evolutionary advantage of ageing date back to Weis-

mann (1891) who argued that ageing might help to keep population size in bounds

and avoid overcrowding as well as to allow for generational replacement and hence

adaptation to changing environments. However his theory was dismissed rather soon.

The theory by Weismann only offers a purpose of ageing but no insight into the mech-

anisms of ageing.

More recently, Partridge and Barton (1993, p. 305) argue that ageing1 may be seen

as an evolutionary paradox: ”If organisms can function well in youth, why can they

not continue to do so in old age?” Since the genetic contribution to future genera-

tions is reduced by ageing, natural selection should therefore work against the force of

ageing. Similarly Kirkwood (2002, p.737) state that ”evolution theory argues against

programmed ageing, suggesting instead that organisms are programmed for survival,

not death.”

While mechanistic explanations relate the process of ageing to damages of cells, tis-

sues, organs, etc., evolutionary theories of ageing aim to explain the variation across

species of avoiding or reducing the damages, i.e. why ageing may (or may not) occur.

Evolutionary theories help to explain the ”genetic architecture” of the life history,

i.e. when maturation, fertility and death occur. Against the backdrop of increasing

age at childbirth and continuing improvements in old age survival among humans

in industrialized countries, evolutionary theories of ageing may help to explain the

underlying mechanisms of these changes. Moreover, by generating insights into these

mechanisms, evolutionary theories of ageing may help to understand the constraints

1 While Partridge and Barton use the term ageing and senescence interchangeably, Baudisch 2008, 2009
(based on Medawar 1952) distinguishes between the two concepts. While ageing can represent main-
tenance, deterioration or improvement with age, senescence denotes deterioration or decay, i.e. in-
creasing mortality and/or decreasing fertility with age.
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and opportunities of ageing in the future.

Following Partridge and Barton (1993) two explanations of the evolution of ageing

can be distinguished. Both explanations are built on the assumption that the force of

selection declines with age. The mutation accumulation theory of ageing (Medawar

1952, Hamilton 1966) argues that detrimental mutations that show up only late in life

(i.e. after the age of reproduction) accumulate and are less likely selected out by nature.

By contrast, deleterious mutations early in life (before the age of maturity) will be

selected. For organisms that die young, the force of selection to oppose mutations

within the genome that lead to deleterious effects in old age is therefore low. The

second evolutionary explanation of ageing is based on an optimality criterion. In these

models, forces of evolution are assumed to yield optimal life-histories in terms of an

optimal trade-off of fertility and mortality, within the constraints of specific intrinsic

physiological and extrinsic environmental resources.

Optimality theories of ageing include the antagonistic pleiotropy model by Williams

(1957) and the disposable soma theory by Kirkwood (1977).

Antagonistic pleiotropy is similar to the mutation accumulation theory of Medawar

but introduces life-history trade-offs. It assumes that some genes exhibit effects on fer-

tility and mortality that turn from positive to negative (or vice versa) with progressing

age. Such genetic trade-offs are seen as an important cause of ageing. For instance,

if the evolutionary aim is to have a high number of offspring, large positive effects at

younger ages might have a more important effect as compared to detrimental effects at

later ages where survival and fertility is lower. Hence, natural selection declines with

age.

The disposable soma theory is built on the assumption that longevity requires in-

vestment in somatic maintenance and repair and these investments compete with in-

vestments in growth and reproduction. Hence, genes that affect the maintenance and

durability of the soma will also influence longevity. Kirkwood (1977) explicitly distin-
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guishes between non reproducible (somatic) and reproductive tissues. While the for-

mer only serves a single generation it is the latter that determines the cell lineage (germ

line) accounting for variability across generations. The soma therefore only helps to

transport the genetic codes across generations. Since the costs of repair of the soma are

too high, evolution trades off senescence of the soma with persistence of the germ line.

In life-history optimization models evolutionary success is typically measured by fit-

ness or reproductive success of a genotype, i.e. the intrinsic rate of population increase

r as implicitly defined by the Lotka equation

1 =
∫ ∞

0
e−ral (a)m (a) da, (3.1)

where l (a) and m (a) denote the survival function and fertility rate, respectively, that

apply to age a and the term e−ra discounts later born offspring by the population

growth rate. The unique r that solves this equation is termed Lotka’s r or alternatively

the intrinsic population growth rate r (i.e. intrinsic to the given survival and fertility

schedule). In stationary populations where the optimal growth rate is zero, optimal

trajectories of fertility and mortality can be derived by maximization of the net repro-

duction rate (the expected number of offspring per individual) instead as given by:

R =
∫ ∞

0
l (a)m (a) da. (3.2)

Partridge and Barton (1996) suggest to apply the concept of reproductive value (Fisher

1930) to measure senescence. Closely linked to fitness, the reproductive value at age

a measures the remaining reproductive contribution of an individual at age a and is

given by

v(a) = era

l(a)

∫ ∞

a
e−rxl (x)m (x) dx, (3.3)
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where l (x) and m (x) denote the survival function and fertility rate, respectively, that

apply to age x. Future reproduction is discounted by the intrinsic population growth

rate r through the term e−rx. The constant term era

l(a) indicates the survival to age a.2 As

shown in Baudisch (2008, p. 6 ff), senescence occurs when the reproductive value de-

clines with age. Since senescence involves the age specific dynamics of both mortality

and fertility, it is the relation between those two processes that will determine whether

senescence occurs. More specifically, if the relative change in mortality is greater than

the relative change in fertility at a specific age, senescence will happen (Baudisch 2008,

p. 8).3

Empirical tests of the evolutionary theories of ageing are numerous (see Partridge

and Barton 1993 for a review) and commonly employ model organisms such as fruit-

flies. Organisms that are faced with low extrinsic risks of mortality and/or show up

increasing fertility with age, are those that exhibit high maximum lifespan. These char-

acteristics obviously reflect selection for high levels of maintenance and hence for long

life spans. However, distinguishing between the specific theories is more difficult.

After this brief review of the ’classical theories’ of evolutionary explanations of age-

ing, in the following subsections we introduce more recent contributions that aim to

explain decreasing mortality at young ages and/or post reproductive survival. These

phenomena occur in many species, in particular in birds and mammals, including

humans, and cannot be explained by the classical theories introduced so far. Newer

theories seek to address these issues by incorporating transfer-giving to children and

more detailed modeling of the physiological mechanisms underlying the process of

ageing. We consider first an extension to mutation-selection theory including inter-

generational transfers and then turn to discuss life history models that explicitly in-

clude optimization of the reproductive value as an evolutionary objective function. We

2 Note that for r = 0 the reproductive value at age a = 0 equals the net reproduction rate R.
3 Taylor et al. (1974) have shown that maximization of the net reproduction rate is mathematically

equivalent to maximimizing the ultimate rate of increase r, i.e. fitness.
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discuss how these models have been used to derive the scope for negative senescence

and realistic U-shaped mortality patterns.

3.2. The Role of Intergenerational Transfers in

Mutation-Selection Equilibrium

Lee (2003) seeks to provide an explanation for both the U-shaped mortality schedules

and post-reproductive survival that are found in many species, including humans.4

In so doing he explicitly accounts for the relevance of inter-generational transfers, in

particular of transfers from older individuals (parents but possibly also grand-parents)

to the young. Such transfers, to be understood in a wide sense as the provision of care

and food (potentially even within utero), improve the quality of the offspring in terms

of their capacity to survive, reproduce and produce resources (e.g. by foraging).

In the presence of transfer-giving a quantity-quality trade-off arises with respect to

children not dissimilar to the one studied by Becker and Lewis (1973): A larger num-

ber of children through higher fertility and/or lower child mortality implies that each

surviving child receives a lower volume of transfers. But then fertility and mortal-

ity during childhood take on an ambiguous role for the maximization of fitness as in

(3.1). Consider the death of a child during its early development. Here, the loss of the

investments accumulated in that child is small and likely to be over-compensated by

the resources freed up for improving the quality of the remaining offspring. Thus, early

child mortality may well be a beneficial genotype that is selected in. In contrast, the death

of an adolescent at the point of turning into an adult would constitute a considerable

loss of reproductive and productive capacity. Furthermore, as such an individual is

4 The life-history models by Kaplan and Robson (2002, 2009) and Robson and Kaplan (2003, 2007) as
well as those by Chu and Lee (2006) and Chu et al. (2008) also include intergenerational transfers.
However, as these models follow the optimal life history approach we defer their discussion to sub-
section 3.3.
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no longer prone to receive transfers, its death would not free up any additional re-

sources. Consequently, adolescent mortality should be a trait that is selected out. Thus,

the quality-quantity trade-off can, indeed, explain decreasing mortality over the period

of childhood up to the point of adolescence. Likewise, by implying a quality disadvan-

tage, too high a level of fertility may be a trait that is selected out within species for

whom transfers towards their children are important.

At the other end of the life-line, the provision of transfers would imply a contribu-

tion to fitness even by post-reproductive individuals. Thus, in contrast to the earlier

theories that cannot explain extended periods of post-reproductive survival, this phe-

nomenon is consistent with the role of transfer giving. Indeed, mortality should be

selected out for those older individuals that are still able to contribute towards trans-

fers.

Building on this intuition, Lee (2003) studies a population equilibrium in terms of net

population growth, r, and the quality of individuals, q, when quality can be enhanced

by intergenerational transfers (see Figure 3.1).5 Equilibrium points in (q, r)-space (e.g.

S, S’, S”, L) are defined by the intersection of a renewal schedule and the locus at which

transfers balance out across generations at each point in time. The positive slope of the

renewal schedule follows as a higher average quality in the population allows higher

survival l (a) and/or fertility m (a) in the fitness equation (3.1), thus allowing for a

higher intrinsic rate of population growth, r. The quality-quantity trade-off implies

a concave shape of the transfer balance. A higher rate of growth, r, brings with it

a larger share of young individuals in the population. As young individuals receive

rather than contribute transfers, fewer resources are available per capita and quality

is lower. Hence for high levels of quality the transfer balance is downward sloped.

Starting from low levels, however, improvements in q allow greater productivity and

thus the maintenance of a balanced budget even at an increased rate of population

5 Lee (2003) himself refers to the ’level of consumption’ (γ) rather than ’quality’.
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growth.

Figure 3.1.: Tradeoff Between Population Growth and Quality of Individuals
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Source: adapted from Lee (2003).

In the short-run, population equilibrium may imply positive, negative or zero pop-

ulation growth as long as the transfers are balanced (i.e. any of the equilibria S, S’, S”

and L are feasible). Here, a population carrying a certain mutation would gradually re-

place the original population if and only if it exhibits stronger growth. In the long-run,

only zero growth, r = 0, is feasible, however. Any shrinking population (r < 0)would

eventually vanish, whereas sustained growth at r > 0 is unfeasible as it would at some

point hit the carrying capacity of the ecosystem. At that point the transfer balance

shifts downwards, where for any level of quality the reduction in available resources

stifles growth (e.g. the shift from S to L). Lee (2003) examines the effects on short-

run equilibrium growth and quality of a variety of mutations in fertility and mortality,

which in some cases run counter to the ’classic’ selection theory. For instance, starting

from S and for a given transfer balance, a mutation leading to greater fertility would
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in the new equilibrium S’ result in both lower quality and growth.6 More prominently,

however, Lee (2003) finds that in a long-run equilibrium with r = 0, selection can only

work through the transfer balance and not through the ’classical’ channels of renewal.

Selection should ensure that the long-run equilibrium is characterized by an optimal

transfer-structure.7 This implies that any long-run equilibrium point must lie at the

peak of the balanced budget line (as e.g. L). But then any further mutation is inconse-

quential unless it affects the budget balance.8 This leads Lee (2003) to the conclusion

that transfers, not births, shape the process of ageing in social, i.e. transfer-giving,

species.

Lee (2008) simulates the evolutionary process for a single-sex hunter-gatherer soci-

ety in the presence of transfers. The underlying model is somewhat more general than

the one in Lee (2003) and allows for non-stable age-structures and, importantly, for

different structures of kinship. As it turns out, the results of Lee (2003) are largely

confirmed, namely that the presence of transfers explains declining child-mortality

and post-reproductive survival. Kinship, however, plays a crucial role. More specif-

ically, the impact of transfer giving on the mortality pattern is the more pronounced

the closer is kinship as measured by the degree to which resources are shared within

the kin group only. If resources are shared at population level, then the ’classical’

result reemerges: mortality is flat up to the age of sexual maturity and there is no post-

reproductive survival.

Despite their prominent role in qualifying the classical evolutionary theory of age-

ing, Lee’s (2003, 2008) contributions have a number of drawbacks arising from the fact

6 In fact, an increase in fertility would also shift downwards the transfer budget, implying that q and r
will lie at even lower levels, as e.g. in S”.

7 This reasoning begs an interesting analogy: Optimality theories of ageing are equivalent to social
planner solutions in economics; whereas theories of mutation-selection balance are more about the
adaptive processes that may (or may not) lead to an optimal long-run equilibrium (as e.g. in Lee
2003). Thus, to a degree they resemble the ’decentralized’ solution in economics.

8 Consider, e.g. an upward shift of the renewal line (e.g. due to an increase in fertility) starting from L.
The new equilibrium compatible with the transfer balance is S”, where r < 0. The same obviously
holds for a downward shift in renewal.
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that by taking a macro-perspective they make a number of ad-hoc assumptions about

the physiological underpinnings (e.g. the relationships between mortality, fertility and

production and between all of these and ’quality’). Thus, the trade-offs involved with

the resource allocation within the individual remain obscure and the optimal allocation

of resources is not characterized. A precise statement of the age-schedules of fertility,

mortality and transfers that would maximize fitness in (3.1) is also ruled out.

A more detailed characterization of the resource allocation and its age-structure can

be gained by the use of optimal life-history models. These models focus at the optimal

long-run equilibrium (as e.g. point L in Figure 3.1) straight away without asking, how-

ever, as to whether or not such a state can be attained. The optimal age-schedules of

fertility, mortality and, where relevant, transfer-giving are then derived as the solution

to a problem where fitness in (3.1) is maximized subject to physiological and transfer

constraints.

3.3. Optimal Life-history Theories of Ageing

Optimal life-history theories are based on the trade-off between reproduction and sur-

vival. From an evolutionary point of view, the strategy that yields the highest fitness

(in terms of maximizing lifetime reproductive success) will be selected. The specific

assumption on the trade-off will determine the age pattern of mortality and fertility

that is chosen by evolution. An excellent review on how different assumptions on the

trade-off between survival and reproduction shape the patterns of ageing (allowing

for senescence, sustenance, or inverse senescence) is given in Baudisch (2009). ”Cru-

cial points in the model assumptions are linearity vs. non-linearity in the trade-offs,

inclusion or exclusion of mediating variables that determine either or both mortality

and fertility, endpoint conditions of the problem’s time horizon, future returns to cur-

rent investment reflected in the potential for indeterminate growth, and constraints on
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the qualitative shape of mortality and fertility patterns.” (Baudisch 2009, p. 9).

3.3.1. The Case for Negative Senescence

In the following we review a model by Vaupel et al. (2004) that introduces an inter-

mediate variable (the physiological state size) that determines fertility and mortality.

Size itself evolves dynamically over the life-history and is determined by optimal in-

vestment into the maintenance of size and reproduction. Depending on the specific

dependence of fertility and mortality on size, various patterns of ageing are possible.

Based on optimization models of life-history strategies Vaupel et al. (2004) present

an evolutionary explanation of age specific mortality and fertility. In particular, they

question Hamilton’s theory (Hamilton 1966) that senescence (defined as age-related

deterioration of the organism) cannot be avoided. Observations from human, animal

and plant populations provide evidence against Hamilton’s theory since mortality de-

clines from age of conception to age of sexual maturity and may thereafter exhibit

increasing, decreasing or stable age trajectories (see Figure 1 in Vaupel et al. 2004).

Hence, mortality may decline and fertility may increase after the age of reproductive

maturity. Such a pattern would constitute negative senescence.

To conciliate negative senescence with an evolutionary optimal strategy the authors

refer to a model of size-dependent mortality. Under conditions of increasing size with

age and negative dependence of mortality on size, negative senescence (i.e. decreas-

ing mortality with age) could be the result. The evolutionary model chosen involves

maximization of the net reproduction rate at age zero, R, as given by equation (3.2).

The authors assume that an individual’s size (encompassing its vitality and strength)

determines its resources that are split between growth and maintenance on the one

hand and reproduction on the other hand. Starting from the maintenance mode, i.e. a

state where size and hence mortality and fertility are constant over age, they derive

conditions under which it would be optimal to temporarily invest more in growth
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and sacrifice reproduction for the sake of larger size and hence higher reproduction

and lower mortality later on. The temporary phase of higher investment in growth

coincides with the period of negative senescence. Formally, the condition for negative

senescence is an increase in the reproductive value of the latter strategy (investing

temporarily in growth) as opposed to the maintenance strategy.

The authors next introduce a more general framework assuming that size is a func-

tion of age and its change over time is determined by size specific deterioration (higher

size implies more complexity and consequently higher depreciation) together with age

specific investments (as measured by a specific fraction 0 ≤ π(a) ≤ 1 of the age specific

size). Hence, damage and repair determine the stage of the size variable. The remain-

ing investments 1− π(a) determine reproduction. Mortality is assumed to be inversely

related to the size of the organism. Unless the authors assume a non-linear fertility

function (i.e. the control π(a) enters the fertility function in a non-linear way), negative

senescence does not occur. The only possible outcome is a strategy of first putting all

investment into growth and then switching to the maintenance strategy at the onset

of reproduction. Though negative senescence is not the standard outcome it is defi-

nitely not positive senescence that can be observed in the theoretical model. This is

because the maintenance mode implies constant size and hence unchanging mortality.

To obtain positive senescence the authors introduce a model with determinate growth

as opposed to the models of indeterminate growth considered so far. For this purpose

they introduce a second state variable in addition to size, describing the functionality

of the body. The product of the size and functionality variable denotes the vitality of

the individual.

In summary, the theoretical models outlined in Vaupel et al. (2004) imply that (i)

senescence is likely for species that obtain their maximum size around the age of ma-

turity and for which fertility declines with age. (ii) If fertility does not decline with

age and if maximum size is attained near but not at the age of maturity, senescence is
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not likely, and finally (iii) negative senescence may be characteristic for species where

fertility increases with age and maximum size of the species is obtained far above the

age of maturity.

In terms of the trade-off between reproduction and maintenance the findings are that

inverse senescence is related to concave trade-offs, convex trade-offs lead to senescence

and linear trade-offs imply sustenance as characterized by constant mortality and fer-

tility (see Baudisch 2009b, page 9).

3.3.2. Explaining U-shaped Mortality and Post-reproductive

Survival: Models Including Intergenerational Transfers

In the following, we focus on a number of life-history models drawing on intergen-

erational transfers as a key factor in explaining U-shaped mortality profiles and post-

reproductive survival. As it turns out, these models yield important lessons for age-

ing.9

Kaplan and Robson (2002) and Robson and Kaplan (2003) seek to explain the co-

evolution of brain size and longevity as it has occurred in primates, including humans.

The brain is interpreted as a capital stock that requires a costly investment in life’s early

stages and yields returns later on, flowing e.g. from an improved capability in forage-

ing. Mortality renders uncertain the returns to investments in brain size, similar to

investments in financial or human capital within economic life-cycle models with un-

certain survival (e.g. Ehrlich 2000, Becker 2007). In analogy to these models, the desire

9 U-shaped mortality is also explained by uncertainty with respect to mortality (Sozou 1998, Sozou and
Seymour 2003) and size effects (Tuljapurkar and Boe 1993, Tuljapurkar 1997). In the former case, the
gradual resolution of initial uncertainty with respect to (e.g. extrinsic) mortality leads to increas-
ing investments into survival and thus declining mortality during childhood. When size enhances
fertility or mortality, then the fitness returns from an individual increase in its size, implying again
declining mortality during the growth phase. Tuljapurkar and Boe (1993) and Tuljapurkar (1997) also
show that stochastic fertility may lead to multiple equilibria in the sense of several different pheno-
types generating the same (maximal) level of fitness. In this case, mortality may exhibit a relatively
flat profile late in life.
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to self-insure against the mortality risk then generates an incentive to invest in sur-

vival, where improved survival boosts, in turn, investments into ’brain’ capital. Brain

size and survival turn out to be complements, again very much in analogy to the com-

plementarities between health and education (Becker 2007). Due to this complemen-

tarity one would, indeed, expect brain size and longevity to coevolve. In particular, as

the productivity of the brain increases with the complexity of the environment, it fol-

lows that species living in more complex environments develop both larger brain sizes

and lower mortality. Indeed, these patterns are confirmed by empirical evidence.10

Kaplan and Robson (2002) and Robson and Kaplan (2003) start out from a typical

life-history model with a fitness objective as in (3.1) but then go on to show that the

problem is equivalent to an economic problem in which an individual’s life-time en-

ergy surplus is maximized subject to a per period production and survival function.

The period production of energy increases in brain size and is used to ’finance’ invest-

ments in survival. The remaining (net) energy can be transferred over time and is con-

verted into fertility. The brain is treated as a capital asset, serving to increase per period

productivity. In Robson and Kaplan (2003) investments into the brain are subject to in-

creasing costs and are, therefore, stretched out over several periods (of childhood). The

model is solved for the optimal steady-state level of capital, implying an investment

path during childhood, and for the optimal path of investment into survival. They

show that the solution implies, indeed, a U-shaped mortality schedule. The mortality

decline during childhood is driven by an increase in the value of life (or survival) over

the period in which there are ongoing investments in brain size. Here, the value of life

is to be understood as the discounted expected net energy surplus over the remaining

life course, which increases in the capital stock. Mortality reductions carry on for a

certain period after maturity of the brain as long as learning by-doing, say, leads to

10 Kaplan an Robson (2002) give an illustrating example: The human brain, for instance, exceeds the
brain size of our closest relatives, chimpanzees and gorillas by a factor of four, while our lifespan is
longer by a factor of about two.
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further increases in productivity. When productivity declines from some age onwards,

this implies a decrease in the value of life and, thus, declining investments into sur-

vival.11 Thus, while not inevitable, the onset of ageing is determined by reductions in

productivity, as triggered by reductions in the quality of brain-capital.

The model helps to explain the rectangularization of mortality in humans relative to

primates, where for a given level of mortality the human mortality profile exhibits a

steeper decline (increase) during youth (old age). The reason lies in the value of life, the

change of which over time is driven by the current net-surplus lost with the progress

of time. As for humans both the costs and returns from investments into brain size are

larger, the net surplus during youth is prone to be smaller (or more negative) than that

for chimpanzees, say, implying a lower depreciation of the value of life. In contrast,

for older individuals the loss of net-surplus per life-year (in terms of productive capac-

ity) is positive and larger for humans than for chimpanzees. This implies an overall

steeper mortality profile for humans (albeit at a lower level for all ages). More gener-

ally, this insight has the interesting implication that the speed of ageing, as measured

by increasing mortality, is importantly governed by the functionality of the body.

However, this leaves unanswered the question as to what precisely is governing the

functionality of the body. The assumption by Kaplan and Robson (2002) and Robson

and Kaplan (2003) that the productivity of the human brain declines from some age on-

wards is intuitive and evidently confirmed. However, as the authors themselves point

out , this is not sufficient from the perspective of life-history modeling. A priori it is not

clear why evolution should arrange the body in a way that functionality (of the brain

or other parts) declines with age. Indeed, Vaupel et al. (2004) show that it may as well

be optimal to maintain functionality at a steady level for all times and, thereby, fore-
11 The notion of value of life has been used extensively in the modelling of mortality risks over the

life-cycle (see e.g. Shepard and Zeckhauser, 1984; Murphy and Topel, 2006). In these models, the
economic value of life corresponds to the willingness to pay for a decline in mortality. Notably, it is
subject to a similar pattern as the evolutionary value of life in Kaplan and Robson (2003): Increases
(declines) in earnings capacity during the early (late) career boost (lower) the value of life.
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stall senescence. Thus, declining functionality would somehow have to be explained

as an optimal strategy. This problem is addressed in Robson and Kaplan (2007) and

Kaplan and Robson (2009), where a life-history model similar to Robson and Kaplan

(2003) is amended to include not only the size of the body (or brain) but also its quality.

Drawing on the disposable-soma theory (e.g. Kirkwood 1977, 1997), they assume that

’somatic’ (i.e. body) cells are subject to damage, reducing their functionality/quality,

but may be repaired (or even improved) at a cost (per cell). Thus, while the quality of

the body may be maintained at full functionality, the cost of doing so increases with

body size. This triggers a quantity-quality trade-off, where large bodies are more pro-

ductive in generating energy but are also more costly in repair. In contrast, ’germ’ cells,

serving as the vehicle to pass on the genetic code to offspring, can be maintained at full

functionality at negligible cost. The optimal evolutionary investment strategy is then

to build up a certain body size and keep it constant for the remaining life. During the

initial phase of growth, the marginal benefit but also the marginal cost from quality

improvements increase jointly, triggering an ambiguous path of quality investments.

At higher ages where body size is fixed, rising mortality depresses the marginal ben-

efit from quality investments (related to the value of life). For a given marginal cost

of quality this leads to a decline in maintenance effort and, thus, to a decline in cell

quality. This, in turn, depresses the productivity of the somatic capital, triggering a

reduction in investments into survival and, thus, an increase in mortality.

Senescence is therefore induced for two reasons: In the presence of a germ line, the

quality of which can be maintained at virtually no cost, the only reason to maintain the

quality of somatic capital lies in its role for providing energy. However, as it is efficient

to grow to a (relatively) large body size, the associated maintenance cost renders it ef-

ficient to run down the quality of somatic capital. While being plausible these results

hinge on the assumptions about the depreciation of quality and the cost of mainte-

nance. Indeed, for certain specifications of the cost function, it may well be the case
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that permanent maintenance of quality is efficient. Thus, a deeper understanding yet

of the physiological properties is called for.

As Kaplan and Robson (2009) point out, two assumptions are to some extent critical.

First, the irreversibility of growth implies that somatic capital cannot be shrunk in

order to lower the cost of maintenance. Second, inter-generational transfers towards

offspring are crucial in an environment in which resources cannot be stored and in

which initial productivity is low. Similar to Lee (2003) these transfers provide the only

plausible explanation for post-reproductive survival.12

Nevertheless, the analysis of the flow of transfers and their role within evolution re-

mains somewhat implicit in Kaplan and Robson (2002) and Robson and Kaplan (2003,

2007). A more detailed take on the role of intergenerational transfers is provided in

the models of Chu and Lee (2006) and Chu et al. (2008). Chu and Lee (2006) focus on

the coevolution of intergenerational transfers and longevity. They consider a discrete-

time life history model where a fitness term similar to (3.1) is maximized by choice

of an age-dependent strategy of fertility, maintenance and growth subject to a linear

(energy) budget constraint. Total available energy depends on body-size. From the

solution to the dynamic programming problem they conclude that transfer-giving is

the more likely to evolve the greater survival and the greater the increase with age in

the efficiency of energy production (e.g. by way of forageing). Conversely, if transfer-

giving evolves this enhances improvements in survival up to the age at which transfers

are made. Chu and Lee (2006) do not endogenize the age-structure of transfer giving,

they rather focus on the preconditions for a transfer to occur at some given age and on

its effects on mortality. Thus, to some extent the model remains open ended.

12 For humans, who can at least to some extent make conscious decision about reproduction and the
allocation of resources, the question emerges as to how evolution ’implements’ an optimal strategy.
Here the literature on the evolutionary foundation of preferences provides some answers (Robson
and Samuelson, 2011). In particular, it is asked which age profile for the rate of time preference is
consistent with the evolutionary optimum (Hansson and Stuart, 1990; Rogers, 1994; Sozou, 1998,
2009; Sozou and Seymour, 2003; Robson and Samuelson 2007, 2009; Robson and Szentes 2008; and
Kageyama, 2011).
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Chu et al. (2008) consider a continuous-time version of the model in Chu and Lee

(2006) with a more general (possibly non-linear) energy budget constraint. They also

endogenize intergenerational transfers in the sense that they can be chosen freely as

long as they balance out across generations at each point in time. They formally iden-

tify the reason for declining juvenile mortality that was more intuitively proposed in

Lee (2003): namely as the early death of a juvenile sets free a larger set of resources

to be used for surviving offspring than a late death, this lowers the value of ’early’

relative to ’late’ juvenile survival.13 Chu et al. (2008) identify a further effect driving

towards declining mortality during young ages: to the extent that young individuals

are already self-supporting (at least partially so) it pays to sacrifice early-life survival

for early-life growth, as the latter serves to relax the energy budget constraint.

In contrast to Robson and Kaplan (2003), the models by Chu et al. (2008) and Kaplan

and Robson (2009) explicitly optimize over fertility, which allows them to provide a

more precise account of the determinants of adult mortality. Again, the benefit from

survival can be summarized in the value of life. As it turns out, given an optimal fertil-

ity schedule, the value of adult life now falls into two distinct age-specific components:

the remaining reproductive value and the value (in fitness terms) of transfers still to be

made to juveniles.14 The former corresponds to Hamilton’s (1966) value of survival

for the purpose of reproduction, whereas the latter provides an explicit measure of the

value of post-reproductive survival.

We can summarize the most important lessons for an understanding of ageing as

follows. (i) The speed of ageing, as measured by the rate of mortality (and its change),
13 To some extent this is the flipside of the effect identified in Robson and Kaplan (2003), where an

increased stock of capital - as accumulated by way of transfers - raises the value of (juvenile) life.
14 Thus, the value of life falls into a reproductive part and a productive (economic) part. Again, there

is an interesting analogy to economic life-cycle models. There, the value of life has conventionally
been determined under the assumption of egoistic preferences, excluding any value assigned to
descendants. This value of ’current’ life corresponds to the ’economic’ part in the evolutionary value
of life. However, once dynastic preferences a la Becker and Barro (1988) are considered, the value of
life is amended by a reproductive part, measuring the individual’s value of progeny (Birchenall and
Soares, 2009; Kuhn et al., 2010).
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depends on three driving factors: First, the remaining reproductive value. Second,

the degree to which the adult individual still contributes towards investments into

descendants. Third, the productivity, in terms of generating energy surplus, of the

somatic capital (body, brain size and quality) and the pace at which it depreciates.

Bodies with greater productivity tend to age later but at a greater pace. (ii) From a

life-history perspective, the process of ageing cannot be understood fully without an

equal understanding of the process of fertility and investments during childhood. This

is obvious for the first two determinants. But even the third determinant cannot be

understood without an early life perspective, as both the size and the quality of the

somatic capital is determined during childhood. Thus, an analysis of the late stages of

life must remain incomplete unless it draws at least to some extent on the processes

during early life.
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4. Ageing and Human Capital

Formation

by Alejandro Perez-Laborda and Fidel Perez-Sebastian

4.1. Introduction

Life expectancy is one of the best indicators of human welfare. Indeed, it is a main

component of the Human development index (e.g., see Anand and Sen 2000). Life ex-

pectancy is thought as well to be a main determinant of an individual’s investment

decisions. It is then important to understand how longevity is determined. Key ques-

tions that we would like to answer are: Why do we age and ultimately die? Why has

longevity increased so much over time? Is this process going to stop and, if so, which

age is the ceiling? Why does longevity vary so much across countries? What is the

impact of longevity changes on economic outcomes?

To address the last of these questions, the tools offered by economics can be suffi-

cient. However, understanding the feedback from the economic environment into life

expectancy might require knowledge from other disciplines. At his respect, biology

along with other fields such as psychology and neuroscience represent natural allies

for economics. This survey tries to serve as a compendium of knowledge mainly from

biology useful for economists to understand the process and consequences of ageing.
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The idea that economics can learn from biology is an old one. Alfred Marshall, one of

the most influential economists, in his 1890 book Principles of Economics (Marshall 1961)

thought that Biology and not Physics should be the “Mecca of the economist”. He went

further, and declared that Economics “is a branch of Biology broadly interpreted” be-

cause economies are constantly changing.1 However, as Mokyr (2006) defends, with

the exception of the application of the evolutionary perspective to a variety of eco-

nomic problems, not much has been done regarding the interaction of biologists and

economists.

One area in which Biology can definitely offer useful knowledge is on the nature of

human ageing. The concept of ageing in economic theory reduces to having a finite

life span, defined as the number of years during which an individual lives. A reason

for having such a simple approach to ageing is that life-expectancy is constructed as

the average life span in a given population group. Ageing in life sciences is, however,

defined as the intrinsic, cumulative, progressive, and deleterious loss of function that

eventually culminates in death (Arking 2006, Masoro 2006). Economic approaches then

only focus on the mortality aspect of ageing, and forget about senescence – the gradual

deterioration of body and mind. This missing notion of ageing as senescence is a severe

shortcoming to having a truly complete economic theory of human-capital evolution

along the life cycle.

Authors such as McFadden (2008) emphasize that economists have not given enough

attention to the process of human capital depreciation and maintenance, that is, to the

process of senescence in the words of life sciences. A natural question to ask is how this

depreciation occurs, whether it is just an exogenous consequence of biological forces or,

on the contrary, can be controlled. This missing piece is becoming increasingly disturb-

ing given the ageing process of society, especially in the developed world. Advancing

in the understanding of the impact of the ageing phenomenon on the economy requires

1 See Hodgson (1993) for a more detailed discussion on Marshall’s ideas about the relationship be-
tween these two sciences.
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the comprehension of the different dimensions of senescence. Only then, a successful

study of its feedback effects on economic growth, innovation, health expenditure and

supply, retirement decisions and intergenerational solidarity will be possible.

This chapter puts the problem into perspective, treating ageing as the decay of hu-

man capital. It briefly reviews different approaches to human capital accumulation

that make evident the lack of attention that economists have given to the determinants

of its depreciation. The chapter also surveys evidence that clearly points out that the

decay of human skills and health is influenced by the environment, usage, and main-

tenance practices. The conclusion is that the evolution of human capital during the life

cycle is badly described by existent theories that treat depreciation or, for our purposes,

ageing as purely exogenous.

4.2. Senescence, a Missing Piece in Human Capital

Theory

The traditional economic approach to capital accumulation is the same for all forms

of capital. Capital accumulates through investment i, and suffers an exogenous rate

of depreciation δ. Obviously, the specific interpretation given to each variable in the

equation depends on the type of capital considered.

In the case of human capital accumulation, this traditional approach establishes that

ḣ = i − δh; (4.1)

where

h = g(hh, hs). (4.2)

The variable h is defined as a person’s human capital stock, and represents a composite

measure of factors that affect labor input efficiency, being the main ones physical health
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(hh) and skills or abilities (hs). Its accumulation, as Schultz (1961) among many others

emphasize, depends on investments related to nutrition, years of schooling, and self-

instruction. More importantly, depreciation is thought to be a consequence of skill

obsolescence and the deterioration of both health and abilities, being this deterioration

a biological process over which people have little control (Case and Deaton 2005). That

is, the process of senescence is a fundamental part of human capital depreciation that

is generally assumed to be exogenous in economic models.

A more specific example of the use of equation (4.1) and some of its caveats is of-

fered by Grossman (1972). The Grossman model is still a cornerstone on the study of

human-decisions of investment in health.2 His view is equivalent to the traditional

approach to capital accumulation with investment being composed of medicines. As

a consequence, perfect repair of the biological effects of ageing, that is, eternal life is

possible through investment. To get people death in this model, you need to increase

exogenously the depreciation rate with age.

More generally, the literature has long recognized that human capital is a more mul-

tidimensional entity than physical capital. For this, even though expression (4.1) might

be relevant for the accumulation of tools, it can represent a misleading approximation

for capital embodied in humans. Main refinements incorporate insights from Phycol-

ogy and Neuroscience into the investment side. Some of these refinements have to do

with the existence of different types of abilities.

From the viewpoint of neuroscience, hs is a vector of cognitive (IQ levels) and non-

cognitive abilities (self-regulation, motivation, time preference, forward looking, etc. . . ).3

One of the earliest versions of a human-capital specification was influenced by the

work Jensen (1969). Authors like of Jensen (1969) and Hernstein and Murray (1994))

argue that cognitive skills are the most important component of human capital because

2 See, for example, Case and Deaton (2005) and Sanso and Aı́sa (2006) for recent contributions that
build on Grossman (1972).

3 See, for example, Heckman et al. (2007).
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the IQ explains well both labor and socioeconomic outcomes.4 The introduction of this

concept into Economics is attributed to the signaling literature. Papers in this vein such

as Arrow (1973), Spence (1973) and Stiglitz (1975) forget about health and assume that

schooling, a direct consequence of the inherited IQ level, only serves as a filter to signal

more able individuals. In this way, an individual’s human capital can be written as a

time function of her constant cognitive ability θ, which transforms function (4.2) in

h = g(hs(θ)) = g(θ) (4.3)

For most part of the economic literature, however, human capital has a clear cumu-

lative nature, in which innate endowments only represent inputs of production. Belief

in this concept is based on its capacity to explain many features of the earning distri-

butions that a static conception of human ability can not. Work by Becker (1964), Ben

Porath (1967), Mincer (1974), Griliches (1977), Becker and Tomes (1979, 1986), Aiyagari

et al. (2002), Caucut and Kumar (2003), and Seshandri and Yuki (2004) emphasize the

role of investment and family background in determining schooling and income levels.

The accumulation of abilities for this approach could be described as

ḣ = f(i, h, θ)− δh; (4.4)

where h can also be influenced by parental characteristics.

Recent developments in neuroscience have challenged the concept of time invariant

genetically acquired abilities, pushing the literature towards a more general concept of

life-cycle skill formation. Cunha et al. (2005), Cunha and Heckman (2007), and Heck-

man (2007) summarize these findings and propose a model that can account for them.

The basic premise is that human capital is multidimensional, composed of health and

4 Empirical studies that establish that cognitive abilities are strong predictors of schooling attainment,
wages, and social behaviors like smoking and drug use include Cawley, Heckman and Vytlacil (2001)
and Hernstein and Murray (1994).
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cognitive and non-cognitive skills, but that not all ability dimensions are equally mal-

leable at each moment in time. IQ levels stabilize around 9 years of age, whereas non-

cognitive abilities have been shown to be influenceable till at least age 20. In addition,

early stages are more productive in producing skills because there is a skill multiplier

effect of early investment.

In Heckman’s (2007) formalization of these ideas, human capital h is a function of

health and mental capacity θ. In particular, expression (4.2) is reformulated as h =

g(hh, hs(θ)) = g(hh, θ); where θ is now a vector with different components of cognitive

and non-cognitive abilities. These stocks accumulate following

θ̇ = f(i, hh, θ)− δθ, (4.5)

ḣh = z(i, hh, θ)− δhh. (4.6)

These authors consider that there are dynamic complementarities if skills produced at

one stage raise the productivity of investment at subsequent stages, ∂2f(i, hh, θ)/∂i∂θ >

0. In addition, the concept of self-productivity is also introduced when ∂f(i, h, θ)/∂θ >

0: skills produced at one stage augment the skills at later stages.

We can deduce from the above discussion that the human capital literature has de-

voted already some effort to importing insights from other disciplines to have a more

complete view of skill formation. Economists have given, however, less attention to the

process of human capital depreciation and maintenance. Important questions to ask

are whether the depreciation rate of the different dimensions is an exogenous conse-

quence of ageing, as economic theory generally assumes, or can be controlled through

work, study, and behavioral choices, and whether it is predictable or random.

McFadden (2008), among others, provides numerous examples that illustrate why a

better understanding of human capital depreciation is important. A crucial one for the

study of the impact of ageing is the following. Consider accumulation equation (4.1)
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in which an individual’s investment can consist of schooling when young, and expe-

rience and on-the-job training when adult. The constant rate of depreciation implies

that human capital over the life cycle achieves its maximum at a fairly young age. This

is inconsistent with wage profiles that do not peak until later in life. A possible expla-

nation for this behavior lies on incentives that surround labor contract negotiations.

Another one, in which we are more interested, is the misspecification of the evolution

of senescence.

Figure 4.1.: Self-reported Health Status by Age and Sex

Source: National Health Interview Survey 1986-2001.

Let us think of human capital as in expression (4.2), that is, divided in physical health

and skills, with the latter composed of cognitive and non-cognitive abilities. There is

some consensus that indeed physical health declines with age after becoming around

20, for the simple reason that all organs are subject to biological worsening. For in-

stance, there is a decrease in reserve capacity of the lungs, kidneys and heart, also

muscle and bone mass decline, reflexes reduce, cartilage erodes and fluid thickens.5

Figure 4.1, extracted from Case and Deaton (2005), illustrates this point. The Figure
5 See, for example, Agnusdei et al. (1998), Porter et al. (1995), and Young (1997).
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shows self-reported health status against age starting at 18 years. We see a clear nega-

tive trend in perceived health status in men and women that becomes steeper after age

30.

Time trends of physical decay are, however, subject to heterogeneity and, more im-

portantly, are affected by environmental issues and human decisions (Harper and Mar-

cus 2006). Sensory impairments can be often easily compensated or accommodated.

Physical strength and functional capacity can be improved with exercise and a well-

balanced diet. They also depend on factors that are not directly related to age, like

education and other socioeconomic aspects that determine an individual’s lifestyle.

Focusing now on the brain, which is responsible of our abilities, the evolution along

the life cycle of its capacity is subject to a lot of plasticity and individual heterogeneity.

Even though it is generally accepted that cognitive abilities change with age, Schaie

has shown in a number of contributions that intellectual decay is not universal, old

age is not necessarily a period of cognitive or intellectual decline.6

Generally defined, cognitive ability is the capacity to perform higher mental pro-

cesses of reasoning, remembering, understanding, and problem solving (Bernstein et

al. 2006). Psychologists, like Horn and Cattell (1966), Horn (1970), and Horn and Don-

aldson (1976), propose a bi-dimensional approach that split cognitive skills into “crys-

tallized” and “fluid” abilities. Crystallized abilities consist of mental skills acquired

by the individual through learning and experience, and are thought to improve with

age. Fluid abilities are, on the contrary, more related to genes, and involve the capacity

of information processing, attention, and memory. These last abilities, connected with

some particular areas of the brain, are subject to biological worsening.7

Figure 4.2 shows the typical evolution of fluid and crystallized abilities along the life

cycle. Fluid skills start deteriorating at around age 14 with the psychological ageing of

the brain. Crystallized skills, on the other hand, continue growing well beyond the end

6 Schaie (1974, 1989), Baltes and Schaie (1976), and more recently Schaie (2005, 2008).
7 This is in line with neurological studies about brain shrinking. See for example Raz (2004).
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of formal education until about 65 years of age; the subsequent depreciation is a conse-

quence of the appearance of illnesses such as cerebrovascular and brain degenerative

diseases.

Figure 4.2.: Fluid and Crystallized Cognitive Abilities

The different dimensions of cognitive abilities generally involve both crystallized

and fluid components. This has led the literature to adopt a more multidimensional

approach. Schaie (1974), for example, divide cognitive abilities in six primary cate-

gories: inductive reasoning, spatial orientation, numeric ability, verbal ability, verbal

memory, and perceptual speed. The evolution of these categories are plotted in Figure

4.3 that uses data from the Seattle longitudinal study. It reveals the same message as

Figure 4.2. Categories that require mainly fluid skills, like numeric ability, go down

constantly during adulthood; whereas the ones in which crystallized skills possess a

higher weight, like verbal ability, peak much later in life.

The depreciation rate of brain abilities can be affected as well. Cognitive skill levels

depend on genetics, but as Shaie and Willis (1986a,b,c) document, their decline is often

also a matter of disuse – “use-it or loose-it”. Moreover, LeCarret et al. (1996), Adam et
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Figure 4.3.: T-scores for Different Cognitive Ability Categories and Age Groups

al. (2006), Scarmeas and Stern (2003), and Mazzonna and Peracchi (2009) provide ev-

idence that cognitive ability decay can be delayed through higher levels of education

in young age, and occupational and leisure activities in old age. Other socioeconomic

variables also show power to delay brain decline, like living in an stimulating environ-

ment (Gribbin et al. 1980) and home environment and parental influence during child-

hood (Knudsen et al. 2006, Cunha and Heckman 2007, and Shephard 1997a). All this

has a close connection to the concept of “cognitive reserve” (Stern 2002), which estab-

lishes that higher levels of cognitive skills prevent neuropathological damage through

different cognitive strategies of brain network recruitment and brain resource opti-

mization.

4.3. Conclusion

The above discussion leads us to a simple conclusion that has a powerful implication.

Human capital is a complex product that changes with age, augments through invest-
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ment in nutrition, education and training, and endogenously decays influenced by the

environment, usage, and maintenance. It is then clear that equation (4.1) with the tradi-

tional assumption of an exogenous constant rate of decay misses fundamental features

that shape the evolution of human capital, and that become more and more important

as people age.

Insights from biology, if successfully imported into economics, can help to fill the

gap and complete our theories of human capital evolution along the life cycle.
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5. Understanding Differences in

Longevity across the EU Member

States

by Carl-Johan Dalgaard and Holger Strulik

Executive Summary. Longevity varies considerably across the post-enlargement EU

member states. Evaluated around the year 2000 life expectancy at age 20 varied by

roughly a decade while income per worker varied by about a factor of eight. With

respect to income, convergence within the members of the European Union is to be

expected in the years to come. Naturally, the question arises whether and how much

the convergence of income will help to close the gap in longevity. Moreover, beyond

income, what are the most effective ways at raising longevity within the EU? In order

to address these questions the Lepas Project has developed a physiologically-founded

economic model of health demand over the life-cycle, drawing on recent advances in

the modeling of ageing and longevity from the natural sciences. The main conclusions

summarized in this chapter are:

• Convergence of income per capita (labor productivity) across the EU member

states can be expected to close a considerable fraction the life expectancy gap.

But productivity advances are not the most powerful determinant of longevity.
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• The most powerful determinant of increases in longevity is improvement in health

efficiency (medical technological progress). Health efficiency should be the main

policy target.

• Targeting prices (subsidies on wages or prices in the health sector) is a relatively

ineffective way of increasing longevity.

A detailed background paper to this chapter is available as Dalgaard and Strulik

(2011).

5.1. The Facts

In a seminal contribution Samuel Preston (1975) documented a striking empirical fact:

In a cross-section of countries higher levels of income per capita are associated with

greater life expectancy; the curve that fits the data best – dubbed “the Preston curve”

by later research – is concave. This discovery served to promote the idea that pros-

perity leads to greater longevity, and that income inequality works to lower average

longevity; the latter being a consequence of the observed concavity of the mapping

between income and life expectancy. A second observation made in the paper was

that the curve shifts upwards over time, implying greater longevity at all levels of in-

come per capita. Preston hypothesized that these shifts represented improvements in

health technology (broadly defined), and noted that the shifts accounted for the lion’s

share of global improvements in longevity over time. These are powerful ideas, which

continue to be influential. As Bloom and Canning (2007, p. 498) observe: “Samuel H.

Preston’s classic paper, ‘The Changing Relation between Mortality and Level of Eco-

nomic Development’, published in 1975, remains a cornerstone of both global public

health policy and academic discussion of public health.”

Figure 5.1 A depicts a recent – modified – version of the Preston curve for a cross-

section of countries, focusing on labor productivity (GDP per worker in PPP$) rather
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than GDP per capita, and life expectancy at age 20 rather than at birth. Despite these

slight differences in the variables involved, the regularity is essentially that recorded

by Preston: citizens of countries that are wealthier tend to be healthier. Moreover, the

association between productivity and adult life expectancy is positive and non-linear,

featuring a “flattening” at the top.

Figure 5.1.: Life expectancy and Labor Productivity

A: The modified Preston curve B: Highlighting EU
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Control: observation year of life expectancy at 20

The figure shows the cross-country link be-
tween life expectancy at age 20 and GDP per
worker cirka the year 2000. Notes: The line
is estimated semi-parametrically, with year of
data collection for life expectancy being the lin-
ear control. Labor productivity is significant
(p-value of 0.000). See Dalgaard and Strulik
(2011) for details on the estimation algorithm.
See Appendix for data sources.

The figure shows male life expectancy at age
20 vs. GDP per worker in PPP$, inside and
outside EU, circa the year 2000: 85 countries.
Notes: Life expectancy at age 20 is not recorded
for all countries in the world, for which reason
the sample only includes 25 out of the 27 cur-
rent EU member States: Cypress and Nether-
lands are missing.

As can be discerned from Figure 5.1 B, there is considerable variation in the data

within the European Union (EU); both in terms of labor productivity levels and life

expectancy. In 2000 GDP per worker varied by a factor of eight (from about 12,000

PPP$ in Romania to roughly 100,000 in Luxembourg), and life expectancy (recorded

around the same time) varied by a remarkable 13 years (from ca. 46 years in Lithuania

to a little in excess of 59 in Sweden).

The strong income gradient, visually obvious from Figure 5.1, suggests that higher
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income enables more direct investments in health, which slows down the ageing pro-

cess and prolongs life. It is thus tempting to infer that convergence in income levels

across the EU member states would entail convergence in longevity. However, reflect-

ing on the identity of the countries at the extremes of the two distributions leads one

to the conclusion that there may be more to it than that: longevity is neither the lowest

in Romania nor the greatest in Luxembourg. Hence, one might suspect that other fac-

tors could be responsible for the apparent link between longevity and income: Health

technology or human capital for instance. To make matters worse, it seems impossible

to rule out a priori that the positive correlation could be attributed (fully or partially) to

an impact from longevity on income, i.e., the reverse line of causality.

Accordingly, in order to make progress it is necessary to try to unravel the forces that

have shaped the Preston curve. For that purpose we suggest a theory-driven approach;

by modeling the ageing process, and the decision to invest in life prolonging initiatives,

it is possible to examine the extent to which the income-to-health channel can account

for the Preston curve by way of model simulation. Subsequently we then attempt to

gauge the likely impact from income convergence on the distribution of health within

the EU.

5.2. An Economic Life Cycle Model with Physiological

Ageing

The analysis conducted in Dalgaard and Strulik (2011) aims to distil the logic of the

income-to-longevity channel. The theory builds on two elements. First, a sound mod-

eling of the ageing process for a representative member of society, drawn from the

natural science literature. The second element is the standard economics modeling

of intertemporal choice of consumption for the representative consumer, yet extended

by the additional option to invest in health, which serves to slow down ageing. We

97



describe these two elements in turn.

5.2.1. Modeling Ageing

Following the underlying reasoning of reliability theory we think of ageing as being

characterized by increasing frailty (Gavrilov and Gavrilova, 1991; Chapter 1 in this

book). That is, as the redundancy of the human organism shrinks we become more

fragile. An empirical measure of human frailty has been developed by Mitnitski and

Rockwood and various coauthors in a series of articles (e.g., Mitnitski et al, 2002a,b;

2005). As humans age they develop an increasing number of disorders, which Mit-

nitski et al. (2002a) refer to as “deficits”. Some of these deficits may be viewed as

rather mild nuisances (e.g., reduced vision) while others are more serious in nature

(e.g., strokes). Nevertheless, the notion is that when the number of deficits rises the

body becomes more frail. A frailty index can then be estimated as the proportion of

the total potential deficits that an individual has, at a given age.

Mitnitski et al. (2002a) show that the following equation fits data on the proportion

of deficits, D (t), of the representative individual at age t very well:

D (t) = E +Beμt.

This “law of increasing frailty” explains around 95% of the variation in the data, and

its parameters are estimated with great precision. The parameter E turns out to be

common for men and women; using a data set encompassing 66,589 Canadians, aged

15 to 79, Mitnitski et al. (2002a) estimate E to 0.02, with a standard error of 0.001. The

parameters B and μ are, however, gender specific. For Canadian men (women) log (B)

is −5.77± 0.06 (−4.63± 0.06), while μ is 0.043± 0.001 (0.031± 0.001). Interestingly, very

similar estimates for B and μ are obtained on data for Australia, USA and Sweden

(Rockwood and Mitnitski, 2007). Hence, in these four developed countries (in spite
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of differences in samples, the precise contents of the frailty index etc.) the average

individual accumulates 3-4% more deficits from one birthday to the next.

We can restate the law of increasing frailty in flow form by differentiating with re-

spect to age:

Ḋ (t) = μ (D (t)− E) , (5.1)

where E works to slow down the speed of deficit accumulation. In order to see that

the influence of E in (5.1) is consistent with Mitinitski and Rockwood’s equation for

the level of deficits, integrate (5.1) and insert the initial condition D(0) = D0 to get the

solution D(t) = (D0 − E) eμt + E = D0eμt − E(eμt − 1). Since eμt > 1 for all t > 0, a

larger autonomous component E implies less deficits at any given age t. Note also that

the compound parameter (D0 − E) corresponds to Mitnitski et al.’s estimate of B. In

the natural science literature the parameter E is interpreted as capturing the impact of

non-biological factors on deficit accumulation (Mitnitski et al., 2002a). Accordingly, we

will assume that E is amendable to change by way of deliberate investment.

Specifically, the following parsimonious refinement of the process of deficit accumu-

lation is employed in Dalgaard and Strulik (2011):

Ḋ(t) = μ (D(t)− a − Ah(t)γ) , (5.2)

where D(0) is given. The parameter a captures environmental influence on ageing

beyond the control of the individual (less pollution, say, implying a higher value for

a), the parameters A > 0 and 0 < γ < 1 reflect the efficiency by which investments

in health initiatives are converted into tangible results vis-a-vis reductions in speed

of ageing. Accordingly, A may naturally reflect the state of health technology, but also

health institutions which influences how much of the health spending that is channeled

into health initiatives rather than, say, administration and the like. While A refers to

the general power of health expenditure in maintenance and repair of the human body,
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the parameter γ specifies the degree of decreasing returns of health expenditure.

By way of contrast to E, the parameter μ – impressed by its empirical constancy

across developed countries – is considered to be a physiological parameter. In the

remaining we will refer to this physiological parameter as the force of ageing, as it drives

the inherent and inevitable process of human ageing. While the force of ageing is

exogenous, it is unlikely to be universally constant.

In order to capture death, we need to invoke an upper boundary to deficit accumu-

lation, D̄. In the analysis below the representative individual remains alive as long as

D (t) < D̄. Direct evidence on the existence of an upper boundary for D is found in

Rockwood and Mitnitski (2006). Observe that equation (7.1), along with the restric-

tion that D(t) < D̄, provides a complete description of ageing until death. In this

process, chronological age does not play a role in itself. While the model developed

below concerns optimal ageing and death of a representative agent of a cohort, it is

nevertheless worth noting that this formulation is in concordance with a central point

made by biologists and gerontologists: individual ageing is not time-dependent. This

follows since ˙D(t), by (7.1), is only influenced by current investments and accumulated

deficits; chronological age t plays no independent role.

5.2.2. Intertemporal Choice

The modeling of the representative individual’s economic choices follows the standard

approach in dynamic economics. In each period of life the individual receives a wage

income and, if wealth is positive, an interest income. This income can either be spent

on non-health consumption, it can be saved for future purposes, or it can be invested

in health, which, as explained above, serves to reduce the speed of ageing and thus

delays the time of death.

The representative individual derives utility from taking initiatives that lower the

speed of ageing because it delays the date of expiry, which is ultimately determined
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by investments in h. At the same time individuals enjoy other forms of consumption

which are not life prolonging. As a result, the individual faces a trade-off between

consuming today or making health investments, which allow for greater consumption

in the future. Hence, the solution to the optimization problem provides a program for

optimal consumption over the life cycle, along with optimal health investments.

The economic model of consumption demand captures two fundamental character-

istics of human behavior, consumption smoothing and time discounting. Consumption

smoothing reflects the law of diminishing marginal utility. Consuming a further unit

now (e.g. another car) provides more utility but less additional utility than the last con-

sumption unit. Facing such a concave mapping from consumption into utility at every

instant in time, consumers essentially prefer a smooth path of consumption expendi-

ture over time. Consumption smoothing provides an incentive for health expenditure.

Instead of using additional income to consume more now (and running into diminish-

ing marginal utility) some income can be invested into health in order to prolong life

and thus adding more periods over which consumption expenditure can be stretched

(e.g. another year of driving pleasure). Time preference, on the other hand, captures

human impatience. Individuals prefer to consume a given unit of goods now more

than later on. For obvious reasons we expect the rate of time preference to be close to

the interest rate, i.e. the price of present consumption in terms of future consumption.

Given these fundamental trade-offs in human behavior it is a priori unclear how

individuals would optimally like to allocate their life-time income on consumption,

savings, and health investments now and in the future and how long they thus want

to live given their life-time budget constraint and facing the force of ageing. In order to

answer this question we calibrated the model of consumer behavior to US data. That

is, the parameters of the model are chosen such that the model matches behavior of

the average US male citizen exactly in several dimensions such as in terms of labor

income, life expectancy, evolution of frailty over life and more. With the calibrated
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model in hand it is possible to conduct experiments, whereby parameters are changed

after which the consequences for ageing and longevity can be assessed.

5.3. Policy Experiments

5.3.1. Policy Experiment 1: Income

Figure 5.2 shows how the representative individual reacts if his income is perturbed.

The blue line shows life-trajectories for the representative US individual for frailty

(deficit accumulation) D (top left panel), capital accumulation k (top right panel), the

savings rate s (bottom left), and the health expenditure share εh (bottom right) from

the age of 20 to death. The green (dashed) line is associated with an increase of labor

income by 1/3, the red (dashed-dotted) line depicts the reaction to a reduction of w

by 1/3 (in all the experiments below, “green” is associated with increases, and “red”

with reductions in the parameter of interest). As can be seen from the figure, the con-

sequence of higher income is an increase in longevity, peak wealth, and the share of

health spending.

The intuition for why higher income leads to longer life is found in the desire to

smooth consumption. With increasing income, health spending rises more than regular

consumption. This occurs as the incentive to smooth the latter is relatively stronger due

to diminishing per period marginal utility. Higher income therefore leads to a larger

adjustment in the level of health spending compared to non-health consumption. The

end result is a slower speed of ageing, and a longer life.

The issue of main interest, however, is the quantitative impact on longevity. As

seen from the top left hand side corner of the figure, the impact is modest though

not inconsequential. An increase of income of 1/3 (achievable in a generation with

an income growth rate of about 1% per year) translates into an increase in longevity

of 1.7 years; the reduction involves a fall in longevity of 1.6 years. If we convert the
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Figure 5.2.: Health and Wealth over the Life Cycle

Variation of Labor Income
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Green (dashed): wage income increases by 1/3. ΔT = 1.47, implied elasticity 0.07). Red
(dotted): wage income decreases by 1/3 (ΔT = −1.78, implied elasticity -0.09).

impact into an elasticity - the elasticity of longevity with respect to income - we find it

to be around 0.08, implying that a 100 percent increase of income would result in an

8 percent increase of life-expectancy. This effect is close to econometric estimates (e.g.,

Pritchett and Summers, 1996). Below we return to the issue of whether the magnitude

of this effect is sizable enough to account for the Preston curve.

5.3.2. Policy Experiment 2: Health Costs

The next experiment concerns health costs; the relative price of h. Here we consider a

doubling of the relative price of health goods. Rising relative health prices is a realistic

scenario; the price index of medical care has risen faster than the price index of GDP

(Cutler et al., 1998).
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As is clear from Panel A of Figure 5.3, when the relative price of health increases,

individuals substitute towards regular consumption. As a result, the health share de-

clines. With less health investments, savings (s) decline as well. The end result of a

doubling of the relative health price for longevity is a reduction by 2.5 years. This

amounts to a longevity-price elasticity of 0.09. While this elasticity is of roughly the

same numerical size as the income elasticity it is well to bear in mind that the potential

for variation is far smaller; income levels vary across the world easily by a factor of 30

or more, far towering any cross-country variation in price levels.

Figure 5.3.: Health costs and Medical effectiveness

A: Variation of Health Costs B: Variation of General Medical Effectiveness (A)
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(ΔT = 3.6, implied elasticity 0.13).

Green (dashed): 33 percent increase of A
(ΔT = 9.8, implied elasticity 0.53). Red (dot-
ted): 33 percent decrease of A (ΔT = −6.4, im-
plied elasticity -0.35).

5.3.3. Policy Experiment 3: Health Technology

In Figure 5.3, panel B, we depict the impact of health productivity, i.e. general medi-

cal effectiveness (parameter A in equation 2) on longevity. In the experiments above,

the impact from the parameter of interest were indirect. For instance, an increase in

income translates into both higher health spending and higher consumption. Medical

technologies (or the productivity of health investments more broadly), however, have
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a direct impact on the evolution of deficits and therefore on longevity. A larger impact

is therefore to be expected.

In Panel B we examine the impact from increasing A by 1/3; an increase by the same

factor as that which we analyzed in terms of income. If health productivity rises by 33%

the consequence is an increase in longevity of nearly a decade. The implied elasticity is

about 1/2. This is a very large effect, suggesting that the impact from improvements in

health productivity easily may have towered that of rising income. It also suggests that

improvements in health efficiency have a large potential to improve life expectancy.

5.4. The Preston Curve: Is Income All That?

As discussed above, a key issue is whether the income gradient, captured by the so-

called Preston curve, reflects a causal impact of income on longevity mediated by

health investments. In order to examine the importance of the pure income channel,

in accounting for the Preston curve, we feed the income levels (PPP GDP per worker

in 2000) for individual countries through the model, keeping the parameters we cali-

brated to US data fixed. Figure 5.4 allows for a visual comparison between the model’s

predictions regarding life expectancy in 2000, and the empirically estimated income

gradient from the cross section in 2000, whereas Table 5.1 provides some summary

statistics. Accordingly, the solid line represents the best fit of the income gradient to

the data displayed in Figure 5.1; it captures fitted values from estimating the model

l = f(y) + ε, where l is longevity, y is income and the function f() is determined by the

data. See Dalgaard and Strulik (2011) for details.

As can be seen from the figure, the model (solid line) does a pretty good job at

matching the Preston curve (dotted curve). As seen from the table, the model does

underestimate the range of life expectancies spanned by the Preston curve somewhat,

but at average or median income the actual income gradient and the one predicted
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Figure 5.4.: The Model vs. the Preston Curve
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The figure compares the empirically estimated Preston curve (dotted) to the
Preston curve predicted by the model (solid). Source: Dalgaard and Strulik
(2011).

Table 5.1.: Summary statistics, Model vs. Data

Data Model
LE(min) 45.4 47.4
LE(max) 58.0 55.8
LE(mean) 52.4 51.6
LE(median) 51.5 51.3
R2 0.78

The R2 is the coefficient of determination: the estimated income gradient con-
stitute data, whereas the model’s prediction constitutes “fitted values”. The
reported number thus reflects the fraction of the variation in life expectancy
along the income gradient that the model can account for.

by the model essentially coincide. The table also provides a summary measure of the

goodness-of-fit of the calibrated model in the form of the coefficient of determination:

the R2 of the income-to-longevity link comes to 0.78, which means that 78% of the

variation in life expectancy along the Preston curve is accounted for by our model.

While the bulk of the variation in the observed link between life expectancy and in-

come is thus accounted for, there are systematic deviations between the Preston curve

and predicted life expectancy, which account for the remaining 22% of the variation.
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There are two complementary explanations for the systematic nature of the deviation;

the first is based on the assumption that “omitted variable bias” is influencing the

empirically estimated income gradient, whereas the second would pertain to the case

where reverse causality is thought to be important.

Consider the latter case first. Reverse causality arises if changes in life expectancy

instigates changes in income. For instance, suppose that people who live longer also

generally are healthier at any point in time during their lives, and therefore are capa-

ble of exerting more labor market effort generating higher labor productivity. If so,

then the data depicted in figure 1 may not reflect an impact of income on longevity

at all, but rather, the influence of longevity on labor productivity. Now, if reverse

causality is an issue, one may think of the estimated income gradient as the outcome

from the interaction of two separate underlying schedules: an income-to-longevity

schedule and a longevity-to-income schedule. The former is in theory captured by our

model, which by construction does not admit the reverse line of causality. Now, if the

longevity-to-income schedule has a steeper slope than the income-to-longevity sched-

ule in the income–life-expectancy space, then the estimated Preston curve will feature

a slope that is strictly larger than the income-to-longevity schedule. As a result, our

model (capturing only the income-to-longevity mechanism) should overestimate life

expectancy at the bottom of the income distribution and underestimate it at the top.

Alternatively, suppose reverse causality is not an issue. If so, then we would in-

terpret deviations between the Preston curve and the model’s prediction as the result

of omitted variables; factors that are correlated with both life expectancy and income.

Theoretically, such factors could map into A (efficiency of health investments), p (rel-

ative price of health goods), or both. Our results then suggest that the price level of

health in efficiency units (p/A), is higher in most of the poorest countries relative to

US. But by the same token p/A must then be larger in the US compared to many of

the richest countries, suggesting that the US health care system (at least in 2000) was
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less efficient than that of many other rich nations. Whether this is true or not is hard

to say. But it remains an observable fact that the US constitutes an “outlier” in health

expenditures, but not in terms of life expectancy. In any case, if omitted variables is

the only channel affecting the Preston curve beyond the income–to-longevity channel,

the observed difference between the Preston curve and the model’s prediction would

have to mean that the price of health in efficiency units is higher in many of the poorest

places, yet lower in the richest places, relative to its level in the US.

In practise, of course, we have no way of knowing which of the two explanations is

more important in accounting for the left-over residual. What we do know is that they

both may influence the Preston curve, and that they together account for some 20% of

the variation along the income gradient.

In sum, the analysis suggests that the Preston curve largely, but not exclusively, is

due to the causal influence form income on longevity; 78% of the variation in life ex-

pectancy along the income gradient is accounted for by our model. This insight leads

to an important conclusion. People in the poorest countries are dying earlier than cit-

izen’s in rich nations. Our analysis suggests that, to a first approximation, the sad

reality seems to be that poor people spend less on health because they are poor and

live shorter lives because of it. These conclusions mimic Preston’s (1975) own conjec-

ture regarding the underlying forces that generate his curve rather well. That is, the

nonlinear link between income and life expectancy is to a large extent caused by lower

health investments in several dimensions. Changes in relative prices and health tech-

nologies do matter. But in order to understand the income gradient, they do not seem

to be the main culprits.

What does this imply for the prospects of convergence in life expectancy within the

EU? It is a well known feature of the growth process that relative income gaps tend to

narrow over time, between countries sharing structural characteristics like investment

rates, population growth, institutions etc. This has led to convergence within Europe in
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the past (e.g., Barro and Sala-i-Martin, 1991), and this process will presumably continue

in the future. So, suppose the poorest EU countries gradually manage to catch-up with

the richest EU countries: how would this affect the distribution of life expectancy?

The analysis above allows us to answer this question employing the calibrated “in-

come elasticity” (see above). If income convergence is taking place it implies that in-

come dispersion across EU drops. But how big of a reduction in inequality in life

expectancy would this instigate? Our analysis would suggest that the answer is: Not

a lot. More specifically, for each percentage point reduction in the standard deviation

in (log) income per worker we would expect to see a reduction of 0.01 percent in the

standard deviation of (log) life expectancy.1 Or, to put it differently: if inequality in

income is cut in half, inequality of life expectancy is reduced by 0.6%.

The calculation illustrates that convergence in income will enable convergence in

life expectancy in the years to come within the EU; but not in a big way. It is also

worth bearing in mind, that the convergence process is believed to be relatively slow.

A typical estimate for the speed of income convergence across regions would be that

roughly 2 % of the income gap is eliminated per year, implying that it will take about

35 years to cut income inequality in half within the EU, and thus attain the above

mentioned reduction in inequality in longevity. This serves to underscore the insight

from the policy experiments that that health efficiency should be a major policy theme

within the EU.

5.5. Concluding Remarks

The present report has summarized progress in the modeling of the economics of age-

ing. In particular, the theory allows us to examine the impact from various policy ini-
1 The calculation works as follows. Assume that life expectancy is related to income in the following

fashion: log(l) = λ · log(y) , which implies that std(log(l)) = λ · std(log(y), where std() denotes
the standard deviation across EU regions. The elasticity of inequality in longevity with respect
to inequality in income is then λ · std(log(l)) · std(log(y))−1. Around 2000 we have std(log(l)) =
0.08, std(log(y)) = 0.6; inserting λ = −0.09 into the formula leads to the stated result.
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tiative (such as initiatives leading to a reduction of the health inefficiencies, or health

prices) on longevity. It also allows us to gauge the impact of income convergence on

inequality in longevity at age 20. Our analysis reveals that income convergence will

lead to reductions in “health inequality” across EU; but not by much. The key focus

area for policy should be health efficiency.

The present research program has been further developed in various ways. First,

the analysis shows the need to understand certain physiological characteristics of the

European populations better. Specifically, there is a need to understand the speed of

ageing as well as socio-economic differences in health deficit accumulation (across Eu-

rope), which is an issue that we have addressed empirically. Second, the the theoretical

framework presented above has been extended to a scenario where the representative

consumer also chooses education and retirement.
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Appendix: Data sources

Data on life expectancy at age 20

We use a samples of data on life expectancy at the age of 20 for males in “2000”. Specif-

ically, the sample involves observations covering the period 1997–2006. The data is

available in the Demographic yearbook for 2006 (2000 sample). Alternatively, the data

can be obtained online at the web address:

http://unstats.un.org/unsd/demographic/sconcerns/mortality/mort2.htm

Data on Labor productivity

In the regression we employ GDP per worker (RGDPW) for 2000, from Penn World

Tables, Mark 6.3.
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6. Understanding Education-Driven

Health Inequality across the EU

Member States

by Holger Strulik

Executive Summary. Throughout the EU, as well as in other developed countries,

there exists a steep socio-economic gradient in health status and life expectancy. In par-

ticular, better educated persons live longer. Understanding the gradient and reducing

health inequality is regarded as a top priority policy goal by the European Commis-

sion.

This chapter summarizes novel insights of the LEPAS project on the education health

nexus. We integrate physiological ageing from gerontology as well as educational

choice from labor economics into a life cycle model with endogenous health expendi-

ture and spending on unhealthy goods and identify the return to schooling as a main

driver of health behavior. Persons who educate more have more precious human cap-

ital to protect and thus decide to indulge less in unhealthy behavior and spend more

on health. In a calibrated model we explain among other interesting things:

• An increase of the return to schooling that triggers one more year of education

motivates health behavior that prolongs life by about half a year.
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• The gradient is mildly non-linear; eight years more of education motivate a gain

of eight more years of life.

• Medical technological progress explains why the education gradient widens over

time. Better educated persons are motivated to utilize new health technologies

more heavily. They thus over-proportionally benefit from medical innovations.

The return to schooling is not genetically given but malleable, in particular in early

childhood. Improving equality with respect to child care and education opportuni-

ties at young ages is thus identified as the most promising policy gateway to promote

health equality among adults at all ages within the EU.

A background paper to this chapter provides the details about the physiological-

economic modeling of the education gradient. (Strulik, 2011).

6.1. Stylized Facts and Core Idea

Life expectancy at all ages differs markedly between educational groups in all EU

member countries. Figure 6.1, taken from Eurostat (2008) displays this fact for a selec-

tion of countries and life expectancy at age 30. Low attainment means lower secondary

or less education, high attainment means tertiary education. A similar picture is ob-

tained for the United States where men with any college education could expect to die

7 years later compared to those with only high school or less (Meara et al., 2008). This

gap in life-expectancy, also known as the education gradient or just “the gradient”,

seems to get wider over time.1

Life-expectancy is a crude summary statistic of health status. A more detailed picture

can be obtained by employing the frailty index. The frailty index counts the proportion
1 An incomplete list of the literature on the gradient includes Elo and Preston (1996), Contoyannis

and Jones (2004), Case and Deaton (2005), Lleras-Muney (2005), Conti et al. (2010), and Cutler and
Lleras-Muney (2010). The survey of Mackenbach et al. (2008) focusses on the European countries.
See Grossman (2006), Cutler and Lleras-Muney (2006), and Cutler et al., (2011) for surveys of the
by now large literature. See Glied and Lleras-Muney (2008) and Cutler et al. (2010) on the rising
education gradient.
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Figure 6.1.: Life Expectancy Gaps between High and Low Educational Attainment
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of the total potential deficits that an individual has, at a given age. The list of potential

deficits ranges from mild ones like impaired vision to severe ones like dementia. The

frailty index has been developed by Mitnitski and Rockwood and several coauthors

in a series of articles (2002a, 2002b, 2005, 2006, 2007). Mitnitski and Rockwood esti-

mate with an R2 around 95 percent the rate μ at which health deficits are accumulated.

On average, adults in developed countries accumulate 3-4% more deficits from one

birthday to the next (see Chapter 1). At the individual level, however, the frailty index

reveals marked differences in health status, in particular with respect to education.

A recent study of the LEPAS project, Chatterji et al. (2011), has used the SHARE

(2011) data base to compute the frailty index of men and women aged 50+ for a number

of European countries. Table 1 shows the result for societies stratified by education. In

all 15 European countries for which data was available there exists a strong negative

association between education and health deficits. On average, those with tertiary

education have accumulated about 50 percent less health deficits than those with only

primary education. The Table displays also the well-known fact (see e.g. Chapter 5)

that citizens of economically more developed countries are on average healthier. There

exists thus a double socio-economic gradient across countries and within countries.
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Table 1: The Frailty Index by Education across Europe

Source: Chatterji et al. (2011).

Tackling health inequality is high on the agenda of the European Commission. This

objective has been emphasized in several Communications of the Commission; for ex-

ample COM (2009) states: “The Commission regards the extent of the health inequali-

ties between people living in different parts of the EU and between socially advantaged

and disadvantaged EU citizens as a challenge of the EU’s commitment to solidarity, so-

cial and economic cohesion, human rights and equality of opportunity.”

In order to efficiently address health inequalities it is helpful to fully understand

their origins. The Lepas project has therefore developed a theory of ageing that com-

bines research from the medical and economic sciences. It renders a novel view on the

education gradient. The core idea is that it can be fully rational for less educated per-

sons to indulge more in unhealthy consumption and to spend less on health because

they have less precious human capital to protect.

So far the literature has suggested three different kinds of deeper explanations for

the education gradient: common third factors, productive efficiency and allocative ef-

ficiency. The “third factor” argument is based on the impact of general attitudes on

behavior and becomes particularly intuitive if one thinks of time preference. More pa-

tient persons are presumably more willing to delay entry into the workforce for educa-

tion as well as they are more willing to sacrifice pleasure from unhealthy consumption

in exchange for a longer a life. The problem is that, empirically, general attitudes seem

to play only a minor role for educational differences in health behavior. Cutler and
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Lleras-Muney (2010) estimate that attitudes like time preference account for about 10

percent of health behavior, similar to the contribution of health knowledge, whereas

income (access to resources) and cognitive ability account for the greatest shares, each

for about 30 percent.

The idea of productive efficiency postulates that less educated individuals “pro-

duce” less health out of any given inputs of time and medical care (see e.g. Grossman,

1972, 2000). Allocative efficiency, with contrast, puts the emphasis on the inputs and

suggests that less educated individuals use different inputs, presumably because they

are less well informed about their “health technology” (see e.g. Kenkel, 1991). The com-

mon theme of both ideas is that less educated people behave less efficiently. If they had

only access to the health technology and the knowledge of the better educated, they

would care more about their health and live longer.

Acknowledging that the so far available theory certainly has a role in explaining the

education gradient, the present paper offers an alternative and novel view. Inspired by

the empirical power of cognitive ability in accounting for health behavior it asks the

following question. Assume that individuals share the same attitudes (preferences)

and share the same allocative and productive efficiency, namely they are fully rational

and perfectly foresighted. Assume that they face different returns to education. How

much of the observable education gradient can then be explained by their individual-

specific return to education and the implied optimal education and health behavior?

One obvious explanation for idiosyncratic differences of the return to education

across a population is cognitive ability. Smarter people expect a higher payoff from

further education and thus educate more (see e.g. Heckman and Vytlacil, 2001). But,

of course, the return of education is potentially influenced by other factors as well, for

example, by family background and school quality (e.g. Card, 1991). Since the the-

ory cannot distinguish between these factors, the driver of the education gradient is

“only” identified as idiosyncratic differences in the return to education, although the

117



interpretation as cognitive ability is tempting in light of the above mentioned empirical

evidence.

6.2. Modeling Unhealthy Behavior, Health Expenditure,

and Education over the Life Cycle

6.2.1. Health Deficits Accumulation

Inspired by recent research in gerontology we model a physiologically founded age-

ing process, according to which ageing is understood as increasing loss of redundancy

in the human body. The basics of health deficit accumulation have been set up in

Chapter 5 (and in more detail in Dalgaard and Strulik, 2010). Here we maintain from

the previous chapter that health deficits accumulation can be delayed through health

expenditure and augment this by the assumption that deficit accumulation can be ac-

celerated by unhealthy behavior. Specifically, we propose the following parsimonious

refinement of the process of deficit accumulation:

Ḋ(t) = μ [ D(t)− a − Ah(t)γ +Bu(t)ω ] , 0 < γ < 1, ω > 1. (6.1)

As before, the parameter a captures environmental influence on ageing beyond the

control of the individual, the parameters A > 0 and 0 < γ < 1 reflect the state of the

health technology, and h is health investment. While A refers to the general power

of health expenditure in maintenance and repair of the human body, the parameter γ

specifies the degree of decreasing returns of health expenditure. The larger γ the larger

the relative productivity of cost-intensive high-technology medicine in maintaining

and repairing highly deteriorated human bodies. Likewise, the parameter B measures

the general unhealthiness of the unhealthy good and the parameter ω measures the

degree of “increasing returns” in terms of health damage from excessive consumption.
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Increasing returns means that, for example, another whisky is less unhealthy for the

occasional connoisseur than for the binge drinker.

We consider the life cycle choices of young adults for which initial frailty (at age

16) is given, D(0) = D0. Furthermore, following, Rockwood and Mitnitski (2006), we

assume that a terminal frailty exists at which the individual expires, D(T ) = D̄.

6.2.2. Education

The modeling of education combines the conventional approach in labor economics

(Mincer, 1974) with recent insights on the impact of ageing on productivity. Specifi-

cally, we assume that human capital of an individual of age t with s years of schooling

is given by (6.2).

H(s, t) = H̄eθs+η(t−s)−αμt − δD(t), (6.2)

for t > s and H(t, s) = H̄ − δD(t) otherwise. The length of the schooling period s is

a choice variable for individuals. The initial endowment H̄ captures predetermined

skills and skills acquired through the compulsory schooling period. The parameter θ

is the return to education and η is the return to experience (learning on the job). For

α = δ = 0 the schooling function boils down to the one used in conventional economic

models.

The parameter α controls for the impact of the force of ageing μ on human capital.

Most cognitive abilities start to decline between age 20 and 30 (Skirbekk, 2004). The

modeling in (6.2) allows to discuss the impact of ageing on cognitive skills and on

human capital separately. It captures the fact that the rate of ageing μ and the associ-

ated rate of cognitive skill loss appears to all individuals of a population alike and, in

particular, independent from occupation whereas the impact of the skill loss on wages,

measured by α, is occupation specific (Skirbekk, 2004). For example, while economics

professors probably experience the same loss of cognitive skills through ageing as race

car drivers (and perhaps even a comparable decline of productivity, see Oster and
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Hamermesh, 1998), the skill loss has much less severe consequences on their salary,

that is, on the value of their human capital. Since α is potentially job-specific it pro-

vides an explanation (beyond education) for why holders of certain occupations are

healthier (Case and Deaton, 2005). Varying α constitutes an interesting experiment for

the calibrated model.

The parameter δ controls for the feedback of health deficits on human capital. It is

also used to convert ‘units’ such that the outcomes from schooling and job experience

can be summed up with physiological conditions to a unique human capital H(s, t).

The parameter δ is certainly job-specific as well. While all individuals age in the same

way and – if they display the same health behavior – develop deficits in the same

way, their health deficits may have different impact on their human capital. For jobs

depending highly on “fluid abilities” like muscle function (of, say, a carpenter) we

expect δ to be higher than for jobs depending highly on “crystallized abilities” like

experience and wisdom (of, for example, a priest or politician).

6.2.3. Life Cycle Choices

The optimal behavior of individuals over the life-cycle is characterized by several

trade-offs. To begin with we assume as for the benchmark model (Chapter 5) that

income can be spent on consumption, health expenditure, and saving. In addition we

consider now that consumption is divided up into health neutral consumption and ex-

plicitly unhealthy consumption like e.g. smoking, alcohol consumption, or the intake

of other drugs. While, as before, health expenditure reduces the speed of ageing and

postpones the time of death, unhealthy consumption, speeds up ageing and prepones

death. Furthermore we assume an exogenous age of retirement and – in line with con-

ventional labor economics – a wage per unit of human capital which is increasing at

the rate of aggregate productivity growth.

The resulting optimal allocation of health expenditure over time has been explained
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in Chapter 5. Given the model’s extension, individuals face now additionally an alloca-

tion decision for unhealthy consumption. Quite intuitively, the life cycle optimization

produces behavior according to which expenditure on health and on unhealthy goods

are negatively correlated, over time as well as across individuals. This means that

persons who spend more on health are predicted to indulge less in health-damaging

consumption. Demand of unhealthy goods is lower at higher prices and there exists a

preemptive price which deters unhealthy consumption. This means that for unhealthy

consumption to occur at all, the unhealthy good has to be sufficiently appreciated by

the consumer and its price has to be sufficiently low. Optimal behavior furthermore

prescribes that expenditure for unhealthy consumption should decrease with age. In-

tuitively, the damage done by, for example, binge-drinking is relatively harmless at

young age when there is still a lot of redundancy in the body. At an advanced age,

binge-drinking could be lethal and the model recommends to reduce drinking to an

occasional glass of wine.

Optimal schooling behavior requires that the marginal loss from postponing entry

in the labor market equals the marginal gain from extending education. For the special

case in which health does not matter for human capital, that is for α = δ = 0 it can be

shown that optimal education is independent from longevity and coincides with the

solution predicted by the conventional model in labor economics. When ageing mat-

ters for human capital, however, education and longevity are interdependent through

the rate of health deficit accumulation.

6.2.4. Calibration

Given these fundamental trade-offs in human behavior it is a priori unclear how in-

dividuals would optimally like to allocate their life-time on schooling and working

and their life-time income on unhealthy and health-neutral consumption, savings, and

health investments now and in the future. In other words, we want to know what ex-
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actly determines how long a persons wants to live, facing the force of ageing and the

constraints on education and the household budget. In order to answer this question

we calibrated the model to US data. That is, the parameters of the model are chosen

such that the model matches behavior of an average 16 year old male US American in

the year 2000. The initial age is set to 16 years, corresponding to model-age zero, be-

cause individuals below roughly the age of 16 are not subject to increasing morbidity

(Arking, 2006) and are presumably not well described by the law of increasing frailty.

Furthermore, in many states of the US, as well as in many countries around the world,

schooling is compulsory up to an age of about 16. This means that there is not really an

individual decision about education below this age. An implication is that the individual

of model age zero has spent already 9 years on compulsory education. The effect of

compulsory education are captured by the initial endowment H̄ .

Details of the calibration can be found in the background paper. With respect to the

benchmark model we also had to calibrate unhealthy consumption and the schooling

function (6.2). With respect to the latter we took the “consensus value” for the return

on schooling of 0.1 (Psacharopoulos and Patrinos, 2004). We set the growth rate of the

wage per unit of human capital to an annual rate of one percent, based on US TFP

growth in 1995-2000 (Jorgenson et al., 2008). Finally we adjust α and δ such that (i)

labor income peaks at age 55 (as observed by French, 2005) and (ii) the representative

individual optimally chooses s = 4.5 years of extra education, implying in total 13.5

years of education, which corresponds with the US average in the year 2000 (Turner

et al., 2007). We adjust the initial unit wage w̄ such that total labor income across all

working ages equals $35,320, that is the average annual pay for workers in the year

2000 (BLS, 2011).

Most of the available empirical literature on the consumption of unhealthy goods is

about cigarettes and tobacco. We thus took cigarettes as a benchmark case and then

proceeded with sensitivity analysis. Preston et al. (2010) estimate that smoking takes
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away 2.5 years of life-expectancy of 50 year old US males. We thus set the model

parameters such that an individual without health technology dies at age 62 (life ex-

pectancy of a 20 year old male in 1900), that actually the calibrated reference American

dies at 75.6 (life expectancy of a 20 year old male in 2000) and that he could have lived

2.5 years years longer without unhealthy consumption. The benchmark calibration

predicts a value of life of $ 5.7 million for a 20 year old, a value that corresponds well

with Murphy and Topel’s (2006) estimate of, $ 6.3 million for the value of a statistical

life.

Figure 6.2.: Optimal Schooling and Ageing: Basic Run
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Figure 6.2 shows the implied trajectories over the life cycle of the Reference Amer-

ican. Stars in the health deficit panel indicate the actual estimates of Mitnitski and

Rockwood (2002). Stars in the lower right panel show the actual age-specific share of

health expenditure inferred from Mazzocco and Szemely (2010). The model matches
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age-specific health expenditure well until retirement and underestimates it slightly af-

terwards. According to the data the expenditure share of health is 0.28 for the 60 to

70 year old. The model predicts this expenditure share to be reached at age 73. A dif-

ferent way of describing the same fact is to say that old US Americans are spending

somewhat too much on health compared with what the optimal solution suggest.

The lower left panel of Figure 6.2 shows the expenditure share of unhealthy con-

sumption θu for the Reference American. When young he is predicted to spend about

3 percent on unhealthy goods. The expenditure share is declining until death. On

average the reference American spends $ 403 per year on unhealthy consumption, a

figure that squares reasonably well with the $ 319 that Americans spent on average for

cigarettes in the year 2000 (BLS, 2002). The upper right panel displays the calibrated

invertedly-u-shaped trajectory of labor income across ages.

6.3. Explaining the Education Gradient

Our benchmark experiment is to increase the return on education such that the ref-

erence American is motivated to do one more year of education. Ceteris paribus, he

educates a year longer when θ rises from 0.100 to 0.104. This motivates him to reduce

unhealthy consumption by 8.8 percent and increase health expenditure by 4.4 percent.

As a consequence of the behavioral changes, the better educated person lives half a

year longer. The result accords well with the empirical observation that education is

positively associated with health through behavior as well as through income and that

both channels are about equally important (Cutler and Lleras-Muney, 2010).

The model helps to identify causality, a problem, which has tormented the related

empirical literature. The mechanism goes as follows. Higher cognitive skills make

education more worthwhile. Better educated persons are endowed with more “pre-

cious” human capital, which they care more to protect by indulging less in unhealthy
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consumption and by spending more on health. Consequently they live longer.

The effect of education on life-length is non-linear. The more people educate the

larger is the return in terms of longevity. Eight years of education on top of the 13.5

from the basic run, that is basically a PhD degree, is predicted to result in a about eight

more years of life. This result fits nicely with Meara et al.’s (2008) observation that in

1990 a college graduate could expect to live 8 years longer than a high school dropout

of the same age.

Figure 6.3.: Education, Health, and Health Behavior
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Green (dashed) lines: θ = 0.12 (four more years education). Red (dashed-dotted) lines: θ = 0.14
(seven years more education).

The associated evolution of health and health behavior over the life cycle is shown in

Figure 6.3. It displays optimal age-trajectories for the reference American (blue lines),

a person endowed with θ = 0.12, which takes up four more years of education (green

lines), and a person endowed with θ = 0.14 and seven years more education (red

lines). The better educated person displays at any given age a better health status (less

deficits). The health differences are explained by health behavior. The better educated

person spends more on health and less on unhealthy consumption at any given age.

The background paper documents our careful search for other potential drivers of

the education gradient. Interestingly, it turned out that two seemingly obvious candi-

dates, namely personal differences in income or time preference cannot explain the ed-
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ucation gradient. The only at least partly acceptable alternative mechanism is through

occupation specific deterioration of human capital, measured by α. A reduction of α

that motivates one more year of education would imply two additional years of life.

This means, diagrammatically, that there is an education gradient but its predicted

slope is too steep, which means that a lot of the variation in education is left unex-

plained.

The size of the education gradient predicted by personal differences in the return to

schooling is surprisingly robust against alternative specifications of the model. In the

background paper we corroborate this claim using alternative setups with respect to

wealth endowments (inheritances and bequests), income, the price elasticity and the

unhealthiness of the unhealthy good, the weight of health for individual utility, and

the introduction of a (rudimentary) public health system. In all cases the education

gradient was obtained in the range of 0.3 to 0.65 years with a mean around 0.5 years.

Of course, this does not mean that the model’s core variables respond insensitively to

parametric changes of the environment. It means that the health gradient remained

stable although the model’s predictions for health and life expectancy were quite dra-

matically modified under the alternative assumptions. For example, in a society in

which the reference individual is 50 percent poorer than the reference American, life

expectancy is predicted to be seven years shorter (in line with the results from the basic

model, see Chapter 5). But the gradient, that is the extra years of life associated with

one year more of schooling, is predicted to be 0.51, close to the original 0.5 obtained for

the Reference American.

The education gradient, however, responses relatively strongly to medical techno-

logical progress. Technological progress is predicted to lead to a steeper education

gradient, that is, ceteris paribus, to a more unequal society with respect to health sta-

tus. The reason is that better educated persons demand more health services in order

to protect or repair their human capital.
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Figure 6.4.: Medical Technological Progress and the Health Gradient
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The figure shows the gain in longevity for alternative progress of medical tech-
nology (ΔA). Blue (solid): benchmark run (13.5 years of education, θ = 0.1).
Green (dashed): 4 years more of education (θ = 0.12). Red (dash-dotted): 7.2
years more of education (θ = 0.14) The longevity gain is measured relative to
the own initial life-span for both types.

Figure 6.4 shows the longevity gains resulting from alternative increases of A, that is

the power of medical technology to reduce health deficits; ΔA is measured in percent

of the benchmark run. If medical technology advances at an annual rate of 1 percent (3

percent) the level of A is 20 percent higher after about 18 years (6 years). The solid line

shows the predicted longevity for the Reference American (endowed with a return to

education of θ = 0.1). The dashed line shows the prediction for a person with θ = 0.12,

which educates for 4 years longer and the dash-dotted line reflects longevity of a per-

son with θ = 0.14 and 7.2 more years of education. Although everybody experiences

an increase in longevity, the predicted gain of the better educated persons is higher.

When A advances by 20 percent the longevity gap between a high school graduate

(solid) and a college graduate (dashed) has widened by about 2 years.

6.4. Concluding Remarks

This chapter has summarized progress in the understanding of health inequality driven

by educational inequality. The LEPAS project proposes a new view on the education
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gradient. Suppressing any explanation based on attitudes, non-cognitive skills, and

allocative or productive inefficiency of the uneducated, a large part of the observable

education gradient can indeed be motivated by optimal decisions on education and

health behavior. The theory has been firmly built on insights from modern gerontol-

ogy which allowed a robust calibration of a “Reference American”. It predicts that a

person whose return to education (cognitive skills) motivate one year more of educa-

tion, spends more on health and less on unhealthy behavior such that he lives about

half a year longer. Well educated persons demand relatively more health services in

order to protect their precious human capital and thus benefit to a larger degree from

health innovations.

The LEPAS study has focussed on the human life cycle from young adulthood on-

wards. At this age, taking cognitive skills as approximately given is presumably a fair

enough simplification. But since cognitive skills seem to be malleable at younger ages

(see e.g. Heckman, 2006), the present study highlights the importance of childhood de-

velopment for later life. Equipped with a high return on education, individuals are not

only predicted to educate longer and earn more labor income but also to lead a health-

ier life and to live longer. On the other hand, for a given low return on education the

model supports as well the choice of an unhealthy lifestyle as a rational best response.

With little human capital to protect it makes sense to experience a lot of pleasure from

unhealthy behavior in exchange for a shorter life.
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7. Understanding and Projecting

Years of Retirement across EU

Member States

by Carl-Johan Dalgaard and Holger Strulik

7.1. Introduction

A dominant demographic trend for the 21st century is “ageing”. Best estimates sug-

gest that within a few years there will be more people on the planet above the age of

65 than below 5; probably for the first time in human history. Accordingly “ageing

populations” are a global phenomenon.

These patterns pose important challenges, in particular for fiscal sustainability. In-

deed, a focal point in trying to gauge the impact on government finances from an

ageing society involves sorting out how increases in longevity will be distributed be-

tween additional years in the labor market and in retirement. A key statistic of interest

is (expected) years of retirement; the difference between life expectancy and age of re-

tirement. The present chapter summarizes insights from a research project which can

shed light on precisely this issue (Dalgaard and Strulik, 2012).

As a prelude, consider Figure 7.1 below, which shows the simple correlation between
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wage income and expected years of retirement (as of age 50) for a selection of EU

member states.

Figure 7.1.: Life Time Leisure and Income

BEL

DNK

DEU

GRC

ESP

FRA

IRE

ITA

NLD

AUT

PRT

FIN

SWE

GBR

CYP

CZE

EST

HUN

LTU

LVA

MLT

POL

SVK

SVN

5
1

0
1

5
2

0
E

x
p

e
c
te

d
 y

e
a

rs
 o

f 
re

ti
re

m
e

n
t

10000 20000 30000 40000 50000
wage

The figure shows the difference between (male) life expectancy and expected
age of retirement, versus the wage rate. Sources: Age of retirement in 2003:
Carone (2005); life expectancy: United Nations (2006, Table 22); wage rate:
Penn World Tables 7.0 (Heston et al. (2011) and own calculations; 24 EU coun-
tries in 2003. Notes: Luxembourg is an outlier in terms of income and has
therefore been omitted from this illustration.

Two regularities immediately stand out from the figure. First, there is considerable

variation in the length of retirement across the EU; In Latvia the representative individ-

ual (having reached 50 years of age) could expect about 10 years in retirement in 2003,

whereas the comparable Italian would be able to look forward to nearly twice that.

Second, there is a clear positive correlation between earnings and retirement. Taken

at face value, this correlation suggests that economic growth in the years to come will

work to prolong the retirement period in the EU, absent reforms.

Yet caution is warranted. One problem with jumping to a quick conclusion on the

basis of the above data is that optimal retirement likely is influenced by other forces

beyond income. An obvious candidate would be efficiency of the health care system,
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which likely is correlated with income across countries and influences optimal retire-

ment choice in its own right. If so, the above correlation would not reflect the impact

from wages on retirement. A second problem is that expected years of retirement con-

sists of two underlying terms: life expectancy, and the age of retirement. Both may

be influenced by wages, to varying extend. A proper analysis of the retirement bur-

den thus requires a careful analysis of the influence of growth on both longevity and

the timing of retirement, together, in order to fully assess the sensitivity of retirement

length to prosperity.

In an effort to make progress in these respects we propose a theory-driven approach.

Specifically, we augment the baseline model discussed in Chapter 5 by an optimal

retirement decision. We then proceed to calibrate the model to a benchmark country

for which all relevant parameter values are available. We then subsequently use the

model to elicit information about the likely impact of wages on years of retirement,

whereby both the age of retirement and death are endogenously determined.1 In the

end this will enable us to gauge the likely evolution of the retirement burden in the

future, given reasonable assumption above future wage growth.

7.2. Modeling Ageing and Life-time Labor Supply

The analysis conducted in Dalgaard and Strulik (2012) extends the framework devel-

oped in Dalgaard and Strulik (2010) by allowing the age of retirement to be optimally

determined alongside life time consumption and longevity. Accordingly, the modeling

of the ageing process is as described in Chapter 5. In the next section particular focus

is devoted to the novel elements introduced into the analysis and its implications for

the “retirement burden”.

1 The simultaneous determination of the age of retirement and longevity is a significant advancement
over the existing literature, where life expectancy is treated as a source of exogenous influence on
optimal retirement. See e.g. Bloom et al. (2003); Heijda and Romp (2009).
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7.2.1. Income and Optimal Choice During Life

The modeling of the representative individual’s economic life-cycle choices follows the

existing literature, except that individuals are subject to physiological ageing. Accord-

ingly, in each period of life the individual receives a wage income and, if wealth is

positive, an interest income. In contrast to Dalgaard and Strulik (2010) the wage rate is

allowed to change across the life cycle:

w(t) = w0
(
eαt − κeμt

)
. (7.1)

where t is age, α reflects the overall tendency for wages to rise during life as a conse-

quence of learning-on-the-job, whereas μ reflects the deleterious impact from ageing

on work effort and thus earnings. As explained in Chapter 5, the parameter μ reflects

the relentless process of ageing – the accumulation of health deficits – which leads to

reduced physiological capabilities and eventually death. Finally, the parameter κ en-

sures that the overall path of wages, across the cycle, is hump shaped in keeping with

what is known about life time wage income. This empirically meaningful description

of wages is one reason why individuals prefer to start life working, and retire late in

life; foregone earnings (from not supplying labor) will be greater early in life compared

to late in life.

The individuals’ income can either be spent on non-health consumption, it can be

saved for future purposes, or it can be invested in health, which serves to reduce the

speed of ageing and thus delays the time of death. In addition, at each point in time

the individual has one unit of time available, which she decides on whether to supply

to the labor market or not. Early in life the benefits from supplying labor will exceed

its utility costs, as explained below. However, eventually the individual will find it

optimal to stop supplying labor in the market; this is the point of retirement.

As in Dalgaard and Strulik (2010) the representative individual derives utility from
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consumption per period in life, and from a longer life. In addition, however, Dal-

gaard and Strulik (2012) introduces disutility from supplying labor, and that the level

of disutility from labor supply is increasing in the accumulated health deficits. This

assumption captures the idea that labor supply is more strenuous, and thus welfare re-

ducing for people in poor health. It provides another reason why people supply labor

early in life, only to retire later in life: early in life the utility costs from working are

considered to be smaller than late in life.

Individuals face a trade-off between consuming more today or making health invest-

ments, which allow for greater consumption in the future. In addition, however, we

now put individuals in front of another trade-off; namely that between working or re-

tirement (leisure). Hence, the solution to the optimization problem provides a program

for optimal consumption and health investments over the life cycle, along an optimal

timing of retirement. Given optimal health investments the path of bodily deficits over

the life-cycle and thus, eventually, the time of death, are determined. As a result, the

model delivers optimal years spent in retirement as well.

7.2.2. Optimal Ageing, Retirement and Death

The critical issue under examination is how individuals, according to the theory, re-

spond if the level of wages is increased. That is, what is the influence from growth

in income, from one cohort to the next, on optimal retirement and (via optimal health

spending) optimal expiry. As noted in the Introduction, it is a unique feature of the

present framework that the age of retirement as well as longevity are jointly deter-

mined within the model.

The key trade-off involved, with regards to optimal retirement, is easily ascertained
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from the following first order condition for the underlying optimization problem:2

βaD(R)ν = w(R)c(R)−σ. (7.2)

The condition says that at the age of retirement, R, the disutility from supplying labor

βaD(R)ν (where D(R) represents health deficits at R) must equal the marginal utility

gain from labor supply, captured by the marginal utility from consuming (c(R)−σ) the

additional wage income (w(R)).

Early in life (i.e., at age t < R) the above equation in not fulfilled with equality;

rather, the right hand side exceeds the left hand side. As noted above, this is essentially

due to the fact that health deficits D are small early in life, and because wages are

relatively high. During life, however, individuals suffer physiological decay, which

works to increase the costs of labor supply, via rising health, and lowers the gains via

(eventually) lower wages. At time R the individual is exactly indifferent between work

or leisure, at which point she retires.

Now, consider the consequences of a higher wage level; this corresponds to an ex-

periment in which the wage profile of the representative individual is shifted up, im-

plying greater life-time wages.3 There are three individual channels that influences the

individual retirement choice: a health channel; a wage channel and a channel which

operates through the level of consumption.

The first channel captures that as wages increase individuals will respond by invest-

ing more in health, which lowers health deficits at any given age and thus serves to

delay expiry. This “health effect” will work to delay retirement, by lowering disutility

from work. The basic intuition behind the intensification of health investments, in the

face of wage increases, is covered in Chapter 5 and represents the foundation for the

so-called Preston Curve, which depicts a positive (yet concave) association between

2 See Dalgaard and Strulik (2012) for details on derivations.
3 Formally, w0 in equation (1) is shifted up: wages are thus higher at all points in time during life.
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income and life expectancy.

The second channel captures a pure income effect: as the wage profile shifts up the

alternative costs of leisure rises, enticing the representative individual to stay longer in

the labor market. Hence, the income channel will also work to delay retirement.

The third channel, however, renders the overall link between income and retirement

ambiguous. Higher wages work to increase the level of consumption, which implies

lower marginal utility from additional work effort and concordant wage income. Con-

sequently, the “enjoyment” of the incremental wage addition from staying in the labor

market longer, is reduced. This channel then provide individuals with an incentive to

retire earlier, thereby increasing their overall utility by increasing leisure rather than

consumption.

Given these fundamental trade-offs in human behavior it is a priori unclear how the

age of retirement (as well as longevity and thus years of retirement) will change, if

income rises. Accordingly, in order to answer this question we calibrated the model o

US data. That is, the parameters of the model are chosen such that the model matches

behavior of the average US male citizen exactly in several dimensions such as in terms

of evolution of frailty, health investments over life and more. With the calibrated model

in hand it is possible to conduct experiments, whereby parameters are changed after

which the consequences for ageing and longevity can be assessed. In particular, it

allows us to gauge the likely impact from wage growth on “the retirement burden”

within the EU area.

7.3. Implications for the EU

7.3.1. Income Gradients: The Model and the Data

Figure 7.2 depicts the empirically observed link between wage income and years of re-

tirement (Panel A), as well as the model’s implications (Panel B). Recall that the model
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is not calibrated to match this data, for which reason it constitutes a meaningful “out-

of-sample” check of its usefulness.

From visual inspection it seems clear that the model matches the data to a rea-

sonable extent, in that it captures broadly the “position” of the apparent years-of-

retirement/income gradient. It does slightly underestimate years of retirement at the

high income portion of the sample. But since retirement is unquestionably also influ-

enced by institutional features that the model abstracts from, some deviations from

actual experiences would be expected. At the same time, since the model does a rather

decent job at mimicking the data, this exercise leaves a clue that observed retirement

patters probably are not grossly suboptimal.

Figure 7.2.: Retirement Years in the EU and in the Model

A: Years of Retirement vs Wages: EU B: Years of Retirement vs Wages: Model
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The figure shows the difference between
(male) life expectancy and expected age of re-
tirement, versus the wage rate. Sources: see
Figure 7.1

The figure shows link between (male) years of
retirement and wages, as implied by the cali-
brated version of the model developed in Dal-
gaard and Strulik (2012).

Having observed that the calibrated model matches the “position” of the income

gradient reasonably, one may proceed to examine whether it fits the slope. From an

empirical standpoint the income gradient can be examined by way of regression anal-
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ysis. Regressing our calibrated (log) wage level on (log) retirement years we obtain4

log(T − R) = −2.58 + .51 · log(w), R2 = 0.6, N = 24, (7.3)

which suggests that an increase in wages by one percent translates into an increase in

retirement years (length of life, T , minus age of retirement R) by about 0.5 percent (S.E.

0.09). This is not too far from what is predicted by the model, given observed income

levels across the EU: here we find an elasticity of about 0.4. In fact, we cannot reject an

elasticity of 0.4 statistically. This is interesting as it indicates that the observed correla-

tion between years of retirement, and income, largely reflects the impact of income on

desired old-age optimal leisure.

Another interesting insight from these results is that the age of retirement must be

relatively income insensitive. As seen in Chapter 5, higher wages translate into greater

health investments and thus longevity. Consequently, since years of retirement in-

creases in the simulation, it must be because age of retirement does not increase to the

same extent as longevity. The theoretical interpretation is that an increase in wage has

a roughly off-setting effect on the three channels discussed above, given the calibration

and level of incomes observed in the EU.

From a quantitative perspective we may evaluate the elasticity of expected age of

retirement with respect to wages by regressing (log) wage level on (log) expected age

of retirement. For our EU sample the result is

log(R) = 4.14 + .002 · log(w), R2 = 0.0003, N = 24. (7.4)

Hence, our point estimate suggest that an increase in wages of about 1 percent in-

creases the age of retirement in the EU (on average) by roughly 0.002 percent; the

effect is so small that it is statistically insignificant from zero. Interestingly, the cali-

4 Luxembourg is omitted in these exercises as this country appears to be an outlier
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brated model yields a result which is pretty consistent with this: 0.003. Accordingly,

the model roughly matches the data in terms of the slope estimates with respect to

both age of retirement, and the difference between longevity and age of retirement.

The main mechanism behind the increase in years of retirement, then, is the mecha-

nism discussed in Chapter 5: greater wages increases health investments and prolong

life. Figure 7.3 depicts the correlation in the data.5

Figure 7.3.: Health and Wealth over the Life Cycle

A: Age of Retirement vs Wages: EU B: Life expectancy vs Wages
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The figure shows expected age of retirement
versus the wage rate: 24 EU countries in 2003.
Sources: Age of retirement: Carone (2005). Life
expectancy: United Nations (2006). The wage
rate: Penn World Tables 7.0 and own calcula-
tions.

The figure shows life expectancy at age 50 vs.
wages. Sources: Life expectancy: United Na-
tions (2006). The wage rate: Penn World Tables
7.0 and own calculations.

7.3.2. Forward Predictions of the Retirement Burden

In a recent report from the EU commission Carone (2005) provides the projected age

of retirement and longevity (at retirement) for the EU member countries toward 2050.

The projections are conducted by using data on historical exit rates from the labor

force, and age-specific mortality rates. Hence, it is of interest to see how different our

5 It is interesting to note that even life expectancy at age 50 exhibits a concave correlation with wages,
reminiscent of the pattern found for age 20 in Chapter 5.
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model’s predictions would be compared to the (well established but) somewhat more

mechanical approach adopted in Carone (2005).

A unique feature of our framework is that both longevity and age of retirement are

endogenous to wages. Accordingly, provided one can come up with reasonable pro-

jections for income growth, we can predict years of retirement. Expected wage growth

until 2050 is obviously also an uncertain proposition. Still, using past experiences a

plausible projection would be two percent per annum, plus/minus a percentage point.

Given these assumptions about future growth, we can use the model’s predicted elas-

ticities for age of retirement and years of retirement, respectively. Table 7.1 reports the

results, and those of Carone (2005); they all refer to averages for the EU 25.

Table 7.1.: Projecting Age of Retirement and Years of Retirement

Projections�by: Carone�(2005)

g=0.01 g=0.02 g=0.03
Mean�age�of�exit,�2050 62,9 61,9 62,1 62,4

Mean�years�of�retirement�,�2050 22,1 19 24,8 34,2

Model

Notes: (i) g refers to the assumed annual growth rate in wages in the context of the model. The
calculations in column 2-4 are made based on the calibrated models’ predictions regarding rele-
vant elasticities; see text for details. (ii) The projections for column 1 are from Carone (2005), Table
4, p. 31, and refer to EU average.

The predictions by our model and those of Carone are rather comparable when it

comes to age of retirement, though Carone’s projections suggest a slightly higher age

of retirement compared to our model’s predictions. To match Carone’s projection with

our model would require an assumed growth rate of wages of roughly four percent

per year. Turning to years of retirement, however, we generally find our model to de-

liver more gloomy predictions (from the point of view of fiscal sustainability). With a

growth rate of two percent per year our model would suggest nearly three additional

years of retirement, compared to Carone’s calculations. If we use a growth rate of

three percent, as seen from column 4, we project a significantly longer retirement than
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Carone. It is furthermore worth noting that these calculations do not take into account

that health efficiency (be that in terms of medical technology or institutions) may im-

prove in the years to come, which may well work to increase years of retirement via its

positive impact on longevity.

7.4. Concluding Remarks

The present chapter has summarized progress in the modeling of the economics of

ageing. In particular, the theory allows us to examine the influence from wage growth

on years of retirement, as both longevity and retirement age are endogenously deter-

mined. When applied to the EU member states we find that reasonable growth in

wages, in the absence of reforms, can be expected to increase years of retirement con-

siderably in the years to come. Accordingly, there is little to suggest that the weight of

the “retirement burden” has been underestimated in past projections. On the contrary,

by underestimating the impact of wage growth on longevity, current projections may

well underestimate years of retirement and thereby the strain on EU member states

government finances in the future.
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8. Externalities in a Life-Cycle Model

with Endogenous Survival

by Michael Kuhn, Stefan Wrzaczek, Alexia Prskawetz, and Gustav

Feichtinger

8.1. Introduction

Starting from the seminal work by Grossman (1972) economists have applied the life

cycle model to examine how individuals allocate health care and consumption over

their life course and what this implies for their health status, mortality and ultimately

for longevity (e.g. Ehrlich and Chuma, 1990; Ehrlich, 2000). A related line of litera-

ture employs life cycle models to assess an individual’s willingness to pay for survival

- the value of life - and how it evolves over the life course (e.g. Shepard and Zeck-

hauser, 1984; Rosen, 1988; Johansson, 2002; Murphy and Topel, 2006). Both strands

of literature typically take a positive approach, i.e. they examine the determinants of

individual health care choices and valuations but do not question their efficiency. In

most of the models efficient life cycle choices are guaranteed anyway, as the individual

(i) faces perfect markets and (ii) acts as an isolated decision-maker who is not linked

to other individuals (contemporary or future). In the real world neither of the (im-

plicit) assumptions in (i) and (ii) is likely to hold. Markets are typically imperfect or
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even missing so that externalities may arise. Likewise individuals are linked to others

through altruistic ties but also through externalities. Thus, efficiency is by no means

guaranteed.

The research in Kuhn et al. (2011) that is summarized in this chapter seeks to make

two contributions to the literature on life cycle models. First, a model is provided

in which the individual can by consuming health care reduce mortality and, thereby,

shape the schedule of its own (expected) survival. Here, we assume in contrast to

Grossman (1972) and Ehrlich and Chuma (1990) that survival is stochastic, an assump-

tion that is also made by Ehrlich (2000) and Hall and Jones (2007). Apart from the

different focus of our research question (see below), we depart from the latter two

papers by assuming a proportional hazard type mortality schedule (Kalbfleisch and

Prentice, 1980) as is underlying an important class of models with realistic demogra-

phy. As it turns out such a mortality schedule can be nicely modeled in a variety of

ways for the purpose of numerical exercises. Second, Kuhn et al. (2011) addresses the

extent to which individual health care choices are inefficient in the presence of intra-

and intergenerational externalities regarding the provision of health care. Specifically,

we focus on the effects of spill-overs related to medical spending.

8.1.1. Externalities in the Provision of Health Care

Typically, individual mortality not only depends on the individual’s own consumption

of health care but also on the level of aggregate ’activity’ within a health care system.

One could think of a number of ways in which aggregate activity may either enhance

or compromise individual efforts to reduce mortality. First, medical research has iden-

tified a positive relationship between volume of (surgical) activity and the quality of

care, frequently measured by (lower) mortality (for an overview see Phillips and Luft,

1997). Thus, the effectiveness of individual health care increases in aggregate activity.

Conversely, by contributing towards aggregate activity an individual also enhances
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the effectiveness of health care targeted at others. As long as these benefits are not in-

ternalized in the price of care - and there is no reason to believe they are, whatever the

pricing arrangements - such spillovers constitute a positive externality.

Second, in as far as the provision of health care contains public good aspects, such as

the provision of medical facilities, hospital bed capacity or emergency services, higher

levels of aggregate health care spending may translate into a lower mortality risk at

individual level. Similarly, higher aggregate spending levels may lead to greater scope

for medical R&D or other quality enhancing activities that would not be lucrative in

’low spending’ health care systems. Murphy and Topel (2007), for instance, model

an R&D race for a pharmaceutical innovation and show that the overall probability

of innovation increases in the share of the social value that the winning firm is able to

capture. In our model the prize for innovation would correspond to the winner’s share

of aggregate health expenditure, thus establishing a link between aggregate health ex-

penditure and individual mortality.

Third, positive spillovers typically arise in the context of preventive activities. The

most obvious example relates to vaccination, where individual mortality decreases in

the degree to which the population is vaccinated against an infectious disease (for an

overview see Philipson, 2000). The same applies to antimicrobial treatment of infec-

tious disease, which is curative from the individual’s perspective but also prevents

further infections. Other preventive activities that lower both own and other people’s

mortality include the installation of safety devices such as Anti Lock Breaking in auto-

mobiles or fire detectors in tenement flats.

Finally, we may think of measures related to public health such as the cleaning of

sewerage, proper disposal of household waste or the reduction of air pollution. Cutler

and Miller (2005) show that in the early 20th century nearly half of the total mortal-

ity reductions in major US cities can be attributed to the introduction of clean-water

technologies, i.e. the filtration and chlorination of water supplies. ’Pure’ public health
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measures constitute a polar case, where mortality reductions are exclusively due to

cumulative expenditure. But even in less extreme cases, the problem of private under-

provision arises as long as a part of private health expenditure flows towards a public

good (i.e. communal reductions in mortality).

All of the above examples relate to positive spillovers, where higher activity trans-

lates into lower mortality. However, in a number of circumstances the converse may be

true: aggregate activity may increase individual mortality. Negative spillovers could

arise from congestion effects or from microbial resistance against antibiotics. Excessive

demand for health care may lead to congestion in the presence of capacity constraints.

Hospital crowding, for instance, is likely to hike up mortality due to increased infec-

tion risks or due to over-stretched clinical staff lowering the attention afforded to the

care of each individual patient and being more prone to committing medical errors.

Clement et al. (2008) use DEA techniques to identify congestion, i.e. the production of

undesirable outputs (higher risk adjusted mortality for five conditions) together with

desired outputs (treatments). They find for year 2000 data that 67 per cent of US hos-

pitals were experiencing some level of congestion amounting to an average efficiency

loss of 13 per cent.

Finally, it is well known that microbes tend to develop resistance against antimi-

crobial treatments. The probability that a resistant microbial strain develops increases

in the level of exposure. Thus, individual use of antibiotics tends to curb individual

mortality but may, in aggregate, lead to an increased mortality risk due to microbial

resistance.1 In the case of negative spillovers, there is a tendency towards an excessive

consumption of care.

The empirical relevance of all of the above mechanisms has been well documented

(in the literature referenced). While we are unaware of empirical evidence as to the

distortionary effects of these spillovers on the level and pattern of individual health

1 The positive correlation between intensity of antibiotic use and microbial resistance is well docu-
mented empirically (e.g. Cohen and Tartasky 1997; Easterlin 1999).
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expenditure, in the light of their prominence, we would expect these effects to be of a

non-trivial magnitude.2

8.1.2. Life-cycle Implications of Health-related Externalities

The general implications of health-related externalities are straightforward: under-

(over-)consumption of health care in the case of positive (negative) externalities. The

life cycle aspects of the problem are far more intricate. First, a distinct life cycle pat-

tern of health care spending translates into a distinct pattern at which externalities

are generated. Second, through its influence on mortality and ultimately on life ex-

pectancy the externality generates an important feedback. This is because changes in

life expectancy have a bearing on the individual’s aggregate wealth and on the need to

spread this wealth over a life span of changing length. Third, the extent / value of the

externality is endogenous as it depends on the size and age-structure of the population,

the latter being determined by age-specific mortality. Finally, a transfer policy aimed at

internalizing the spill-overs needs to reflect the above properties and, therefore, gives

rise to a particular age-schedule of the transfer.

We analyze these issues by combining two variants of a life cycle model with endoge-

nous mortality, depending both on individual health expenditure and on a measure of

aggregate health expenditure:

1. a ’conventional’ life cycle model, where an individual maximizes life time util-

ity without altruistic concerns. This model determines the individual pattern of

consumption and health expenditure.

2. an age structured optimal control model, where a social planner maximizes wel-

fare at population level (i.e. individual utilities aggregated over time and age

2 A number of the externalities discussed (positive and negative) could be avoided through appropri-
ate supply side policies (e.g. hospital congestion). For the purpose of the present research we take
their absence as given and ask how the demand for health care could be adjusted to optimal levels.
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groups). This model determines the socially optimal pattern of consumption and

health expenditure.

Solving and simulating models (1) and (2) and comparing the respective patterns

of consumption and health care we can deduce conclusions about the inefficiencies in

individual behavior and for which age-groups they arise due to the externality. We

derive value of life expressions for the two models, a comparison of which allows

to pinpoint the age-specific degree of inefficiency. Furthermore, we combine the two

models in order to derive a transfer scheme that, if targeted at the individual, restores

the first-best allocation.

To our knowledge, we are the first to integrate externalities into a life cycle model

with endogenous survival. This is no trivial undertaking if the spillovers extend across

different age-groups (or, indeed, cohorts) at any given point in time. By their very

nature, the analysis and evaluation of such effects requires a model of the full popula-

tion such as model (2), and therefore stretches beyond what could be achieved within

an individual life cycle model alone. The latter allows to analyze the behavior of a

given cohort along the time path. However, by construction individual life cycle mod-

els are not amenable to an analysis of cross-cohort effects. Our approach provides a

consistent and tractable way of analyzing such effects. Technically, the age-structured

control model (2) differs from the life cycle model (1) in that the control variables - con-

sumption and health care - and state variables - assets and population size / survival

probability - vary in two dimensions - age and time - instead of a single dimension age

= time.

The remainder of this paper is structured as follows. The next section provides an

overview of the model and our key results. The subsequent and final section discusses

some implications for the provision of health care within the ageing societies of Europe.
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8.2. Model and Key Results

Consider, first, the individual life cycle model with endogenous mortality. Here, an

individual chooses over its life course a stream of age-specific consumption c(a) and

health care h(a).

The probability of surviving to age a equals

M(a) := exp
(

−
∫ a

0
μ(s, h(s), H̄(t0 + s)) ds

)
.

where the mortality rate μ(a, h(a), H̄(t0+ a)) depends on the individual’s age and time

of birth t0, the level of individual health expenditure h(a), and on a measure of health

care utilization (or expenditure) at population level H̄(t0 + a). While individual health

care always serves to lower mortality, the impact of aggregate utilization on mortality

could be both negative or positive. If mortality falls (increases) with aggregate utiliza-

tion then we speak of positive (negative) externalities.

Using u(c) to denote period utility from consumption we can then express the life

cycle problem for an individual born at t0 as follows

max
c,h

∫ ω

0
e−ρau(c(a))M(a) da

s.t. Ṁ(a) = −μ(a, h(a), H̄(t0 + a))M(a)

Ȧ(a) = (r + μ(a, h(a), H̄(t0 + a)))A(a) + y(a)− c(a)− h(a)

M(0) = 1, A(0) = 0, A(ω) = 0

Here, the objective corresponds to the discounted flow of expected life-cycle utility

with ρ denoting the rate of time preference. The first equation of motion Ṁ(a) de-

scribes the law of mortality, while the second equation of motion Ȧ(a) describes the

change in the individual’s assets A. We follow Yaari (1965) in considering a set-up in

which individuals can fully annuitize their wealth by trading actuarial notes at some
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gross interest r + μ(a, h(a), H̄(t0 + a)). This mechanism provides complete insurance

against premature and/or late death. We assume that individuals do not leave be-

quests, implying that A(ω) = 0.

Individuals do not expect to affect (in a measurable way) the level of aggregate

health care utilization and therefore take H̄(t0 + a) as given at each point in time. We

can then show that the individual chooses (i) consumption expenditure according to

the Euler equation (equating the marginal rate of intertemporal substitution with the

compound interest across all periods) and (ii) health expenditure such that

−1
μh(a, h, H̄)

= ψP (a). (8.1)

The individual equalizes effective marginal expenditure with the private value of life

(PVOL) ψP (a). The latter, as derived e.g. by Shepard and Zeckhauser (1984), Rosen

(1988), Johansson (2002) and Murphy and Topel (2006), captures the willingness to pay

for survival through life year a. It amounts to the monetarized expected utility stream

over the remaining life course, taking into account changes in the remaining life-time

wealth.

We contrast this outcome to the allocation a social planner would choose when max-

imising the welfare of a whole population. The latter evolves according to the McK-

endrick equation (see Keyfitz and Keyfitz (1997)),

Na +Nt = −μ(a, h(a, t), H̄(t))N(a, t) N(0, t) = B(t), N(a, 0) = N0(a). (8.2)

Here, the number of a-year old individuals at time t decreases by the number of deaths

−μ(a, h(a, t), H̄(t))N(a, t) at t, where μ(·) denotes the mortality rate depending on age

a, as described previously. Furthermore, N0(a) denotes the initial population distribu-

tion and B(t) the number of newborns at each instant of time.
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The planner chooses age-time profiles of consumption c(a, t) and health care h(a, t)

to maximize the discounted sum of instantaneous utility, where the sum is taken across

all individuals living within the planning horizon (total utilitarianism), i.e.

max
c(·),h(·)

∫ T

0

∫ ω

0
e−ρtu(c(a, t))N(a, t) da dt (8.3)

Here, we note that as the planer considers individuals from different age groups at

each point in time we now need to index variables by both a and t. This is in contrast

to the individual choice problem, where a = t. Solving the planner’s problem subject to

a budget constraint at cohort level we obtain again the Euler equation for the optimal

choice of the consumption profile and the condition

−1
μh(a, h, H̄)

= ψS(a, t) + Θ(a, t) (8.4)

with ψS and Θ(a, t) denoting the social value of life (SVOL) and the current value of

the externality. While the former corresponds to the value of saving the individual’s

life, the latter provides the monetary value of the externality bestowed on contempo-

rary individuals by affecting their mortality. Generally, Θ(a, t) is positive (negative) in

the case of positive (negative) externalities, where a decrease (increase) in the mortality

levels of others raises (lowers) their expected life-cycle utility. The impact measured

by Θ(a, t) is the stronger, the larger the impact of aggregate health care utilization on

mortality, the larger the cohorts that are affected, and the larger the SVOL relating to

the members of affected cohorts. To illustrate this, consider for instance the introduc-

tion of a new method of heart surgery, e.g. minimally invasive or “off pump”, in the

1990s or so: Physicians utilizing such a method would have been subject to strong

learning-by-doing effects in the beginning, thereby generating positive externalities.

Given that at that time the large baby-boom cohorts were just reaching an age range

with increased levels of heart disease, the externality would have affected a large co-
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hort. Furthermore, while the value of life is typically decreasing with age due to the

reduction in remaining life expectancy, it is usually still of substantive value within the

age classes 40-60 (e.g. Shepard and Zeckhauser, 1984; Murphy and Topel, 2006; Hall

and Jones, 2007). Hence, one would expect for this example a high positive value of

the externality.

The SVOL is defined as

ψS(a, t) = ψP (a, t) + Ω(a, t) (8.5)

and thus includes the PVOL and the net value Ω(a, t) of externalities the individual

is expected to generate over its remaining life course. Hence, SVOL is greater (smaller)

than PVOL if the individual’s future health behaviour is expected to generate strong

positive (negative) externalities.

Comparing the planner’s choice of health care with the individual’s choice we note

two inefficiencies. First, corresponding to the termΘ(a, t), the individual does not take

into account the benefit (harm) it bestows on others through the choice of its current

health expenditure. Second, when valuing its own survival, the individual does not

take into account the pattern and value of externalities, Ω(a, t), it will generate over its

remaining life course. Typically, individuals will under-spend (over-spend) relative to

the social optimum in the case of positive (negative) externalities.

We also derive a tax-subsidy-scheme aimed at optimally internalizing the life cycle

externalities. Let τ(a, t0 + a) denote a (net) subsidy on each unit of private health care

spending or, equivalently, on each unit of private health care consumed. Hence, for

each unit of care the individual only spends an amount of 1 − τ(a, t0 + a). In order

to balance the budget in expected terms the government levies a (net) lump-sum tax

equal to the amount τ(a, t0+a)h∗(a, t0+a), where h∗(a, t0+a) corresponds to the socially

optimal level of health expenditure for an individual aged a at time t. Note that the

lump-sum transfer is entirely exogenous to individual decision making.
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In Kuhn et al. (2011) we show that the following transfer corrects the individuals’

incentives and generates the efficient allocation of both health care and consumption:

τ ∗(a, t) = 1− ψP (a, t)
ψP (a, t) + Ω(a, t) + Θ(a, t) (8.6)

Let us now focus on the intuitive case, where for positive externalities, we have

τ ∗(a, t) ∈ [0, 1]. Here, the transfer rate represents the share of the full social value

of health care that is not internalized by the individual. The optimal transfer is then

an increasing function of the current value of the externality, Θ(a, t), and the value

of future contributions towards the externality, Ω(a, t). If externalities do not play a

role, we have μH(a, t) → 0 and, Θ(a, t) + Ω(a, t) → 0. Obviously, private choice then

approaches the social optimum and τ ∗(a, t) → 0. In the other polar case mortality can

only be reduced through collective expenditure H̄(t), i.e. we have μh(a, t) → 0. In this

case, Θ(a, t) → ∞ and thus τ ∗(a, t) → 1, implying that individuals receive health care

free of charge at the point of use but have to pay a lump-sum tax τ ∗(a, t)h∗(a, t) →
h∗(a, t). Indeed, this is precisely the solution we would expect under circumstances

where survival is a ’pure’ public good. The intermediate cases follow immediately.

If Θ(a, t) + Ω(a, t) < 0 in the case of negative externalities, the transfer constitutes

a tax on health expenditure: τ ∗(a, t) < 0. Notably, the tax is no mirror image of

the subsidy paid in the presence of positive externalities. In particular, we note that

τ ∗(a, t) > −1 cannot be ruled out if the negative externality becomes strong enough.

In the limiting case, where ψP (a, t) + Ω(a, t) + Θ(a, t) → 0 taxation at (close to) infinite

rates effectively excludes the individual from the consumption of health care.

In a number of European countries high private health expenditure can be deducted

from income tax, implying an implicit subsidy. Alternatively, a tax (or subsidy) can

be implemented by raising or lowering the VAT on health care services and goods.

In most European countries, however, the bulk of health expenditure is either levied

by taxes (UK, Scandinavian and Southern European countries) or through statutory
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health insurance (Germany, Austria, France). In regard to the latter set of countries we

note that we can interpret the transfer scheme in the context of health insurance: In the

presence of positive externalities individuals pay an annual premium amounting to

τ ∗(a, t)h∗(a, t) and care is then provided subject to a co-payment equal to 1−τ ∗(a, t). In

reality, of course the design of health insurance contracts follows the trade-off between

equalizing consumption across different health states and containing ex-post moral

hazard, i.e. the excess consumption of health care free of charge (see e.g. Zweifel et al.,

2009). It can be understood intuitively how health insurance should be designed in the

joint presence of uncertainty and externalities. With positive externalities the policy-

maker seeks to stimulate demand for health care even under certainty and, therefore,

generates some ’base-line moral hazard’ by setting τ ∗(a, t) > 0. In the presence of

uncertainty additional moral hazard is then traded-off against insurance, implying that

the transfer be set in excess of τ ∗(a, t). From the perspective of externalities, this implies

an over-internalization. In contrast, in the presence of negative externalities the policy-

maker seeks to discourage the consumption of health care even beyond the level that

would be optimal without insurance, implying τ ∗(a, t) < 0 and, thus, a co-payment 1−
τ ∗(a, t) > 1. In the presence of uncertainty, the insurance motive would require the co-

payment to be reduced, thus implying under-internalization. Note, however, that it is

not clear a priori whether insurance with a co-payment below 1 should be provided at

all. Indeed, negative externalities militate against the introduction of health insurance.

8.2.1. Numerical Results

To illustrate the results of our model we calculate a numerical example. The influence

of individual health expenditures and health care on mortality is modeled according

to the proportional hazard level (see Kalbfleisch and Prentice, 1980). We combine this

with a constant elasticity of utility function. We use US income and mortality data and

set the parameters in a way that the resulting levels of health care and consumption
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as well as the value of life corresponds broadly to the scenario considered in Hall and

Jones (2007). For a detailed list of parameters and data used we refer to Kuhn et al.

(2011). The simulations have been carried out for a steady state (note that the theoreti-

cal results are valid also for a transitional path).

Figure 8.1.: Age-specific and Average (Flat Line) Expenditures in the Social Planner
and the Individual Choice Model (in Ten Thousands of Dollars)
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In the following we present some results for positive (left panel) and negative exter-

nalities (right panel). Unsurprisingly, too little (too much) is spent on health care in

the case of positive (negative) spillovers, as is graphed in Figure 8.1. More generally,

and for any of the cases, the age-profile of health expenditure is hump-shaped. Due to

very low base mortality, for the individual there is little to be gained from health care

at the youngest ages. While with advancing age the increase in base mortality renders

the purchase of health care more and more effective, this is eventually offset for the

highest ages, where a falling PVOL and age-related declines in effectiveness lead to a

drop in expenditure.3 This notwithstanding, from a social point of view it is optimal in

3 A hump-shaped profile of health expenditure stands in contrast to the observation that in most
countries (including the US) health expenditure strictly increases with age. The difference arises as
our expenditure patterns follow the statistical or ex-ante VOL, which typically decreases from some
age onwards (see e.g. the numerical exercises in Shepard and Zeckhauser, 1984; Murphy and Topel,
2006). As Philipson et al (2010) argue, however, real health expenditure is driven by the ex-post VOL
once a life threatening condition has materialized. At this point individuals are typically willing to
spend a manifold of the ex-ante VOL. The bunching of life threatening situations at high ages then
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the presence of positive spillovers to maintain significant spending levels even for the

youngest ages in order to ensure sufficient contributions towards aggregate expendi-

ture.

Figure 8.2.: Difference in Life Expectancy
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Figure 8.2 plots the net increase of life expectancy at age a that is attainable if the op-

timal pattern of health expenditure is induced. In the presence of positive externalities

(the upper graph), for instance, the life expectancy at age 20 would increase by about

8 months if individuals could be induced to spend optimally. In contrast, the impact

on life expectancy of an internalization of negative externalities is small. The reason

is that individual efforts to lower mortality and the externality are to a large extent

neutralizing each other. individual over-spending in the presence of negative exter-

nalities is ineffective to a large extent and only leads to a reduction of consumption: a

tread-mill effect. Thus, while the subsidizing of health care in the presence of positive

implies the increasing spending pattern. As our analysis is predominantly of a normative nature
and not targeted at a realistic VOL per se but rather how it should be amended in the presence of
externalities, the discrepancy between our simulated expenditure and real-world expenditure is of
minor consequence.
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spillovers would lead to a sizeable increase in life expectancy; the taxation of care in

the presence of negative spillovers will predominantly induce a shift from (excessive)

health expenditure to consumption without affecting mortality.

Figure 8.3.: Transfer

20 40 60 80 100
0.2

0.205

0.21

0.215

0.22

0.225

0.23

age

positive externality

20 40 60 80 100
−1.65

−1.6

−1.55

−1.5

−1.45

−1.4

−1.35

−1.3

−1.25

−1.2

age

negative externality

Finally, consider the age-profile of the optimal transfer, as in Figure 8.3. A first

inspection shows that, unsurprisingly, the transfer constitutes a subsidy (tax) in the

presence of positive (negative) spillovers. The age-profile of the transfer is driven by

changes of the PVOL and the discounted value of future contributions towards the ex-

ternality, Ω. In the case of positive externalities, the decline in the PVOL suggests a

tendency towards an increase in the transfer. Indeed, up to around age 60 this trend

is complemented by the increase in the value of future contributions, both widening

the wedge between private and social incentives. For higher ages, a sharp decline in

the value of future contributions becomes dominant, thus leading to a closing gap in

incentives and, thus, to a reduction in the subsidy. For the case of negative externalities

the SVOL declines at a higher rate than the PVOL, implying an increasing tendency to-

wards excess spending. The tax should therefore be increased with age, an effect that is

reversed only for ages above the mid 80s, where a strong decline in the (absolute) value

of the future contributions towards the externality now generates a tendency towards

lower taxation.
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A further comparison reveals that for negative as opposed to positive externalities

the absolute value of the transfer tends to be greater by a little less than an order of

magnitude. This reflects two distinguishing features of the two types of externalities.

First, while private and social incentives are complementary to each other in the case

of positive externalities, they are substitutes in the case of negative spillovers. This

implies for the former case that even moderate subsidies are sufficient to complement

the private incentive, while for the latter case the policy-maker needs strong taxes to

reverse private incentives. Second, it can be shown that the current value of the exter-

nality (in absolute terms) is significantly higher in the presence of negative externali-

ties. This reflects the higher levels of mortality, translating into a larger gap between

private and social incentives and, therefore, calling for a stronger policy.

8.3. Implications for Ageing Societies

Before discussing some of the policy implications of our analysis we should highlight

a number of important caveats. Fist, our analysis is predominantly of a theoretical

nature and, therefore, highly stylized on a number of important dimensions. By as-

suming that the spillovers flow through current aggregate health care expenditure we

presume (i) that all age-groups contribute in a symmetric way and, more importantly,

(ii) that there are no cumulative effects of spending, as would be present in the con-

text of stock externalities. Furthermore, we abstract from all institutional detail that is

prone to shape the incentives. It is easy to see that the model is therefore an ill fit for

most of the real world externalities referred to in the introduction. Second, the reality

is of course made up of a multitude of externalities of particular types, relating to par-

ticular conditions and to particular age-groups. Thus, from a macro-perspective a host

of positive and negative externalities are prone to overlap and offset each other with

no empirical evidence as to the net effect. Finally, as highlighted in the introductory
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section, we are unaware of any empirical evidence regarding the discrepancy between

private and social incentives and can only guess at the overall magnitude of external-

ities - although some of the reading suggests that at some points in time and for some

health care systems it may be very substantive.

Thus, it is clear that any of the following implications must be called tentative at

best. Rather than addressing the whole list of externalities, in the following we focus

on the two types of externalities we deem to be of greatest relevance in the context of

ageing societies within developed (European) countries: These refer to the incentives

for developing new (possibly age-specific) technologies depending on the overall (pos-

sibly age-specific) level of health expenditure; and to the presence of crowding effects

within a health care system.

Murphy and Topel (2006) estimate at some 61 trillion USD the value of the longevity

increase in the US between 1970 and 2000 net of the additional medical costs induced

by the then-survivors. They also show, however, that the net gain has somewhat de-

clined over time with two thirds of it falling on the 1970s and that it varies considerably

with age and sex. While the availability of life saving technologies brings the greatest

gains to the age-group 35-55 it tends to be associated with net social costs for the old

and, in particular, for the female old. Murphy and Topel (2007) consider the supply-

side incentives related to the value of longevity increases calculated in Murphy and

Topel (2006). In particular, they show that the incentive for developing a new technol-

ogy, and in turn the expected time to innovation, increases with the share of expen-

diture that can be appropriated by the innovating firm. What they develop within a

stylized theoretical model is confirmed by Acemoglu and Linn (2004) who show with

data from the US pharmaceutical industry that a larger (expected) market size tends

to induce stronger entry of new drugs both, generic and on-patent drugs, including

new molecular entities. More specifically, they show that the shift in the age profile

towards older age-groups within the US population has been followed by a shift in the
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targeting of drug innovation from the young to the middle aged and elderly. Thus,

while one can be confident that innovation incentives shift with the ageing of the pop-

ulation there is an issue about whether these incentives are beneficial from a societal

perspective.

The presence of positive spillovers suggests that the overall level of health expendi-

ture and, thus, the investment in new life-saving technologies may be too small unless

health expenditures are sufficiently subsidized. If individuals are required to pay out

of pocket they do not include in their decision the expected benefit to society from the

development of innovative technologies. As of now, this appears an unlikely problem

for the European health care systems, where access to health care is predominantly free

of charge with only modest co-payments in place. However, the dual pressure on pub-

lic budgets stemming from unsustainable public debt, on the one side, and population

ageing, on the other, leads to the prospect of health insurance coverage (or otherwise

the availability of free public health services) being reduced to basic packages in the

future, leaving many services to be paid for out of pocket. Such a development would

lead to a direct reduction in the incentives to innovate, which after all may even be a

desired effect. However, our analysis suggests that it may also compromise efficiency

if the under-consumption of health care leads to an inefficiently low level of innovation

and, therefore, to inefficiently high levels of mortality.

The finding by Murphy and Topel (2007)that life-saving innovation tends to be least

beneficial from a social point of view for the oldest age groups may suggest it be ef-

ficient to ration access by these groups to certain forms of medical intervention. Dis-

regarding ethical concerns about such a policy, it may be unwarranted even on effi-

ciency grounds in the presence of externalities. Even if the highest age-groups do not

stand to benefit much from the new technologies their access to these technologies and

the resulting expenditure may trigger innovation incentives from which younger age-

groups stand to benefit. In such a case, helping the survival of the oldest may generate
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a positive externality on the survival of the middle aged.

Hospital crowding continues to be an issue in both the US and most European coun-

tries (Jayaprakesh et al., 2009; Pines et al., 2011). Medical and economic studies show

that crowding is typically associated with poorer health outcomes even when risk fac-

tors among the patient population are controlled for. Clement et al. (2008) study the

impact of crowding on mortality rates in a set of US hospitals in the wake of policy-

mandated reimbursement constraints. While about a third of the hospitals in their

sample were able to cope with the budget cuts without instances of crowding, hospital

congestion led to a significant increase in mortality where it occurred. Furthermore,

the share of elderly Medicare patients was weakly positively associated with crowd-

ing, which seems intuitive in the light of the greater demand for services by the elderly.

While there is again no direct evidence from Europe it appears that a tightening of

health care budgets, i.e. a reduction in capacity, together with increasing demand for

services by an elderly population, is likely to foster congestion within the health care

system and thereby provide the basis for negative externalities. If there is no way of

relaxing the problem on the supply side then our results suggest that incentives should

be provided to reduce the demand for services. Our results suggest that this would not

lead to a strong increase in mortality but would then help to contain ineffective health

care spending.

However, our analysis also shows that the implied tax on health care, implemented

for instance in the form of co-payments, may be substantial and that it should increase

with age up to the years with peak medical spending. The reduction in insurance cov-

erage for those patients with the greatest demand for health care would clearly amount

to a controversial policy, and is unlikely to gain political support. While this illustrates

some of the difficulties in dealing with negative spillovers within the health care sys-

tem, we should like to conclude this chapter by stressing the need for more parsimo-

nious modeling to better understand particular types of externalities and the need for
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empirical analysis to better quantify the externalities and their welfare implications.
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9. Immigration, Evolution of Skills and

Social Security

by Marı́a Dolores Guilló, Alex Pérez-Laborda, and Fidel Perez-Sebastian

Abstract. Migration is sometimes seen as a panacea to circumvent the financial prob-

lems associated to ageing societies. Other authors, however, see it as a burden, because

the arrival of migrant workers can depress the wage of non-educated natives and re-

duce the economy’s average productivity. In this paper, we analyze the effect of migra-

tion on workers’ productivity and the skill premium. We construct a life-cycle model

with endogenous educational choices and health investment. Our results point out

that, when human capital investment later in the life cycle is possible, migration does

not universally increase the wage gap, nor depresses the economy’s productivity; this

depends on the economy’s initial conditions.

9.1. Introduction

The challenges faced by the European economies will grow over the next decades as

improvements in human longevity contribute to a significant increase in the propor-

tion of aged population. According to Eurostat projections, the EU27 population is

projected to continue to grow older, with the share of the population aged 65 years
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and over rising from a 17.1% in 2008 to 30.0% in 2060 (Table 9.1). Moreover, the share

of the population belonging to the oldest groups is also projected to increase consid-

erably; those aged 80 and over are expected to rise from 4.4% to 12.1% over the same

period.

Table 9.1.: Percentage of Older Population in EU27

Source: eurostat (2011).

One of the main implications of this aging process is the negative effect that the in-

crease of dependency ratios has on the viability of the current pay-as-you-go pension

systems (that is, wether the programs begin to pay out more than are bringing in).1

1In addition, public pension schemes are severely affected by the current financial and economic crisis.
Under proportional and progressive schemes, high unemployment and lower earnings is reducing
the contribution to pensions systems exacerbating the problem due to aging.
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In fact, the effect of ageing on pensions has been, and will continue to be, a subject

of intense academic research. There is a consensus in the literature that the demo-

graphic transition will make the current pensions systems of most European countries

unsustainable in the long-term. This fact has recently lead to the introduction of social

security system reforms, mostly by delaying the retirement age.

Together with the ageing process, immigration flows towards European countries

have been also increasing in recent decades. As longevity increases and fertility re-

mains steady below replacement rates, positive net migration has become the only

population growth factor in many EU countries. Consequently, migration has been

lately regarded as positive by governments: the entry of young and middle age immi-

grants would increase working population which may help to mitigate the European

problems associated to an ageing society.

Nevertheless, the net contribution of migration may be quite modest (Borjas (1995),

Feldstein (2006)). First, the average productivity of a migrant is lower than the native as

a consequence of less years of education on average, because of non-recognized educa-

tional credentials or just due to cultural distance. As the average immigrant has lower

salary, the contributions she makes are less than those of an average native, especially

under very progressive tax systems (as in EU). Second, migrants are also consumers

of government benefits (especially health and education). Evidence of the US suggests

that the immigrants are greater consumer of public assistance, since the immigrant

household is greater and poorest on average than the native one, what makes them

eligible for social benefits (Borjas and Hinton (1996)).

It is even more important that migration may only be a temporary solution, since the

immigrant population will also become old and eventually beneficiary of the system as

well.2 Storesletten (2000) calibrates an OLG model for the US economy and concludes

that the effect of immigrants in sustaining social security varies with their age and

2Although some may return to their country of origin before eligibility for social security benefits.
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skills. According to his predictions, migration has a positive effect only if migration

policy is directed to middle aged high skilled immigrants.

This is in contrast with the prior views of Smith and Edmonston (1996) and Lee and

Miller (2000) who find that positive effects for the economy are higher if immigrants are

younger. For the case of Europe, employing generational accounting methods Bonin

et al. (2000) and Collado et al. (2004), find that increasing the number of immigrants

reduces the financial burden for future natives in Germany and Spain, respectively.

Recently, Gonzalez et al. (2009) also made use of an OLG model. In their study,

they use demographic and immigration projections from the Instituto Nacional de Es-

tadı́stica (INE) to understand the impact of immigration on the Spanish pension sys-

tem. They also simulate the full labor history of different workers (differing by age,

gender, skill and nationality). Their findings show that, with current projections, im-

migration will not succeed to balance the Spanish pension system even under complete

assimilation of immigrants (in terms of their revenues and contributions to social secu-

rity). They may provide, however, additional time to undertake the necessary reforms.

Besides their roll as tax-payers, immigrants also have changed labor markets. Since

migration represents an increasing share of the labor force, the mix of skills, education

and productivity in the economy is increasingly determined by the skills, education

and productivity of the foreign born population. A very large amount of the literature

has focused in analyzing the impact of immigrants on the wages of natives.3 Immi-

gration will affect the wage inequality among natives if the skill distribution of immi-

grants differs from that of natives. The basic argument here is that since the average

immigrant is less skilled than the native, migration would reduce a country’s average

productivity and also the wages of unskilled native workers (or in economies subject

to rigidities, as in Europe, an increase the unskilled unemployment).

Although there is some empirical evidence that this is the case for the US (Borjas

3See for instance the surveys of Borjas (1994), (1999) Friedberg and Hunt (1995) or Card (2005))
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(2003), empirical studies for Europe show little or no evidence of any impact of migra-

tion on wages.4 Among the possible explanations of this fact, it has been argued that

immigrant and native workers are not perfect substitutes, so that an increase of im-

migrant workers do not have to depress the wages of the native (Octaviano and Peri

(2008)). Together with the wage premium, migration may also impact the accumula-

tion of human capital. Since incentives to complete education are influenced by the

wage structure, immigration may increase the price of human capital and, in particu-

lar, natives’ high school educational attainment (Betts (1998), Hunt (2011)).

Since the benefit from migration for the receiving economy depends on the impact

of migration on country’s productivity, we believe that it is essential to understand

jointly the roll of migration on both the labor market and human capital formation.

Previous literature has mainly ignored the impact of migration on the incentives to

acquire skills.5 Although the assumptions of variable wages but fixed skill premium

(Storesletten (2000)) introduce a link between migration and labor market outcomes,

migration has the same effect on both skilled and unskilled workers. This is not satis-

factory since migration is more likely to hit unskilled natives stronger.

We depart from the existent literature by considering the interaction between these

two effects. In order to do so, we analyze migration in an overlapping generation

model (OLG) with endogenous human capital formation (Ben-Porath (1969), Cunha

and Heckman (2007)), where individuals can invest in human and physical capital in

the different periods of their lives. The importance of jointly modeling labor supply

and human capital decisions was already stressed by Becker (1967). Furthermore, by

allowing individuals to undertake human capital investments at adult stages (health

4See Pischke and Velling (1997) for Germany, Zorlu and Hartog (2005) for the Netherlands and Norway,
Dustmann et al. (2005) for the U.K. and Carrasco et al. (2008) for Spain.

5A noticeable exception may be found in Casarico and the Villanova (2003) who employ a theoretical
model to analyze the effect of an unskilled migration shock when skill and unskilled workers are not
perfect substitutes. The authors find that the unskilled migration shock modifies schooling premium
and increases the incentives of natives to undertake more schooling. Thus, although in their setting
migration helps to sustain social security, the arrival of migrants has strong redistributive effects.
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investments and/or on-the job-training) they can compensate human capital depreci-

ation when old.

This is of capital importance when one has in mind policy reforms affecting the re-

tirement age. There is an agreement in the neuroscience literature that both health and

mental training play an important role in diminishing the effects of physical and cogni-

tive decline (Bosworth and Schaie (1997)), Adam et al. (2006), Scarmeas (2003)) or Stern

(2002, 2003) ). Furthermore, given that these investments may also be undertaken by

the current immigrant population (even if assumed to be unskilled), a migration shock

may increase the incentives to acquire human capital for the immigrant group as well.

The model allows us to shed some light over a broad set of important questions

concerning migration, productivity and aging and the relation among them. More

specifically, it allows looking at the skill and age composition of the labor force and

the evolution of the skill premium; and at natives’ education choice and human capital

investments.

Our results suggest that, as expected, a massive entry of young unskilled migrant

workers initially increases the wage premium and hence also the share of educated

native workers. However, if human capital investment is possible at adult stages, it is

no longer true that the final wage premium has necessarily to increase, or average pro-

ductivity to decline as stated by the previous literature. The total impact of unskilled

migration on the wage premium and the economy as a whole, ultimately depends on

the initial average productivity of an educated versus an non-educated worker, and

not only on the fraction of educated versus non-educated workers. This result is of

importance for the policy maker, since it implies that the attitude towards migration

(from a destination country viewpoint) depends on the particular country and should

not be based on a general receipt. Immigration therefore may help to sustained the

pension system in the short- and medium-run.

The remaining of the paper is organized as follows. Section 2 review some facts
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concerning migration towards European countries. The model is presented in section

3. Equilibrium results may be found in section 4. Section 5 concludes.

9.2. Some Facts about EU Migration

From being traditional countries of emigration, many European countries have become

a destination for international migration. According to Eurostat, in 2009 around 31.9

million people in EU27 are foreign citizens, representing a 6.4 percent of total EU27

population, being 4 percent citizens of countries outside EU27 (see Table 9.2).

Although foreign born residents represent a sizable part of total EU population, the

numbers are still far from those of traditional migration countries: US, Canada and

Australia have bigger shares of foreign born population (12 percent, 20 percent and

24 percent, respectively). Detailed statistics for each country may also be found in

Table 9.2).. Germany accounts for the biggest number of foreign citizenship, followed

by Spain, UK and France. But Luxembourg is the country with the largest fraction of

immigrants with respect to total population, although most of them are EU citizens.

Concerning the nationalities of the EU immigrants, in 2009 around 40 percent of

foreign EU27 residents are citizens of another EU27 state. Considering a wider Europe

(including Turkey), more than a third of immigrants come from non-UE27 countries,

followed by Africa, Asia and (Latin) America.

Migration flow data show that migration towards EU has decelerated in recent years,

mostly as a consequence of the strong crisis hitting European countries. During 2009,

about 3.0 million people immigrated into one of the EU Member States, while at least

1.9 million emigrants were reported to have left an EU Member State. UK, Spain and

Italy reported the largest number of immigrants in 2009, but also the highest number of

emigrants. Although most of EU Member States reported more immigration than em-

igration in 2009, Ireland, Malta and the three Baltic Member States already presented
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Table 9.2.: Immigration by Main Citizenship Group, 2009

Source: eurostat (2011).

negative net migration balances.

The profile of the EU immigrant is a younger and less skilled individual than the

average native. Foreign citizens living in the EU27 were significantly younger than the

population of nationals with median age of 34.4 years compared with the 40.4 years

of age for a native. Age differences between foreign and native populations are better

understood by looking at population pyramids (Figure 9.1). As a consequence, im-

migration has slowed down population aging in European countries. Nevertheless,
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medium and long term projections continue to forecast a considerable aging process.

Figure 9.1.: Age Structure of the National and Non-national Populations

, EU, 2010. Source: eurostat (2011).

No particular effort has been done by EU countries to attract high skilled people until

recent dates. In 2000, 55 percent of foreign born population in the former EU15 was

estimated to have less than secondary education. The average immigrant in EU has less

years of education than the EU native. As Figure 9.2 shows, this number contrasts with

the foreign born adults in North America (U.S. and Canada) who have, on average,

more years of schooling. Table 9.3 presents the percentage of working age population

by place of birth, level of education (Low, Medium and High) and country of residence,

using data from the European Labor Force Survey (LFS), as it appears in Münz (2008).

In the table, we can see that some countries are better at attracting high skill immigrants

than others. For example, Ireland, Denmark and Estonia have a sizable proportion of

high skilled adult foreign born population. In contrast, other countries as Portugal,

France, Austria or Spain had mostly attracted low skilled workers.
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Table 9.3.: Population Aged 25-65 by Place of Birth, Level of Education, and Country
of Residence, 2005

Source: eurostat (2011).

9.3. The Model

Let us consider first a closed developed economy to analyze the interplay between the

educational choices and human capital investments and the endogenous determina-

tion of the skill premium in wages and productivity. Then we will study the effect of

an unexpected inflow of workers on the skill premium and overall productivity.
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Figure 9.2.: Adult Migrants in OECD Europe and North America, by Skill Level

Source: eurostat (2011).

The economy is populated by two-period overlapping generations of individuals

with exogenous population growth.6 Agents are endowed with a unit of time in each

period, they don’t value leisure and only care about consumption when old. During

the first period of life a young individual has to decide whether she wants to go to

college and become a high skill worker. If she does, a fraction of her time endowment

when young, eH = e, has to be allocated to education, where e is an idiosyncratic

effort/ability level uniformly distributed on the interval [0, 1]. If she becomes a high

skill worker, she will offer (1− e)h > 1 units of efficiency labor during the first period,

otherwise she will offer just 1 efficiency unit. Human capital of all types depreciates at

a rate that will depend on the amount of health investment (this can also be interpreted

as on the job training) during the first period of life. All markets are competitive.

9.3.1. Firms

The final goods production technology of the representative firm is

6We can think of young generations of workers aged between 15 and 55, and old generations aged
between 55 and 95.
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Yt = AKα
t Q1−α

t (9.1)

Qt = (μLLρ
t + μHHρ

t )1/ρ (9.2)

where Yt is output, Kt is physical capital and Qt is efficiency units of labor, where

Lt and Ht represent low and high skill labor, respectively, both measured in units of

efficiency. Let us call kt = Kt/Qt and xt = Ht/Lt, then assuming full depreciation of

capital, the representative firm’s optimality conditions are:

1 + rt = αAkα−1
t (9.3)

wL
t = (1− α)Akα

t (μL + μHxρ
t )−1+1/ρ μL, (9.4)

wH
t = (1− α)Akα

t (μL + μHxρ
t )−1+1/ρ xρ−1

t μH , (9.5)

where rt is the interest rate, wi
t is the wage of i skill labor. Notice that the skill premium

implied by this type of technology satisfies the following condition:

wH
t

wL
t

= xρ−1
t

μH

μL

. (9.6)

Finally, denoting by Nt the total population size at period t, we can express output per

capita as follows:

yt = Akα
t (μL + μHxρ

t )1/ρ Lt/Nt. (9.7)

9.3.2. Households

All individuals have the same logarithmic preferences on future consumption and do

not value leisure. Thus, first period labor income will be saved or invested in health.
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In the first period an agent has to decide if she wants to go to college or not, this

is a discrete choice of ei ∈
{
eH = e, eL = 0

}
. Working as a high skill worker requires

the college diploma, which means acquiring h > 1 units of efficiency per unit of time

supplied during the first period and supplying (1− e)h efficiency units of high skill

labor when young. Not going to college means supplying only 1 efficiency unit of low

skill labor and not to be allowed to work as a high skill in the future. Moreover, human

capital depreciates for all workers, but investing in health, I i
t , can influence the future

human capital stock as follows:

hi
2t+1 =

(
1− δ

(
I i

t

))
hi
1t, δ

(
I i

t

)
=
(
D + I i

t

)−1
, D > 1, (9.8)

with hi
1t = h if i = H, hi

1t = 1 if i = L,

where hi
jt is the human capital stock in period t of an agent agent of age j with skill i.

The budget constraints when young and old of an agent born in period t are, respec-

tively:

I i
t + ai

t =
(
1− ei

)
wi

th
i
1t,

ci
t+1 = wi

t+1h
i
2t+1 + (1 + rt+1) ai

t,

where ai
t and ci

t+1 are savings and consumption when old of an agent of type i.

Given the choice of ei, the problem of an agent with skill i is equivalent to maximize:

(
1− ei

)
wi

th
i
1t +

wi
t+1h

i
2t+1

1 + rt+1
− I i

t ,

which implies that the optimal amount of health investment is
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I i
t =

(
wi

t+1h
i
1t

1 + rt+1

)1/2
− D. (9.9)

Then we can compute the lifetime income left for consumption for each case, eH = e

and eL = 0, and conclude that an agent with effort/ability e will choose to go to college

if and only if

(1− e)wH
t h ≥ wL

t +

⎡
⎢⎢⎣−

(
wH

t+1h − wL
t+1

)
1 + rt+1

+ 2

((
wH

t+1h
)1/2 −

(
wL

t+1

)1/2)

(1 + rt+1)1/2

⎤
⎥⎥⎦ (9.10)

The agent with effort ability e∗
t for which this condition holds with equality will

determine the fraction of young workers in period t, N1t, that decide to go to college.

That is, the number of young H − skill workers in period t will be e∗
t N1t.

9.3.3. Equilibrium

In equilibrium the firms’ optimality conditions imply that the factor proportions used

will be determined by the relative factor prices, which will be a function of the econ-

omy’s capital and labor ratios:

wL
t

1 + rt

= (1− α)
α

kt (μL + μHxρ
t )−1+1/ρ μL ≡ ωL (kt, xt) , (9.11)

wH
t

1 + rt

= (1− α)
α

kt (μL + μHxρ
t )−1+1/ρ xρ−1

t μH ≡ ωH (kt, xt) . (9.12)

The market clearing conditions imply that the employed levels of high skill labor

and low skill labor must equal the corresponding labor supplies, so xt = Hs
t /Ls

t . It

follows from equations (9.9) and (9.10) that the supply of high skill labor and low skill

labor measured in efficiency units are, respectively:
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Hs
t = NH

1t h
∫ e∗

t

0
(1− e) de+NH

1t−1h
H∗
2t , (9.13)

Ls
t = NL

1t + sl∗NL
2th

L∗
2t = (1− e∗

t )N1t + sl∗ (1− e∗
t−1
)

N1t−1hL∗
2t , (9.14)

where N i
jt is the amount of workers of type i with age j in period t, so NH

1t = e∗
t N1t and

NL
1t = (1− e∗

t )N1t. The term h
∫ e∗

t
0 (1− e) de is the number of efficiency units supplied

by a young high skill worker and hi∗
2t is the efficiency units supplied by an old worker

of type i in period t, which follows from (9.8) and (9.9).

Dividing (9.13) by (9.14) and taking into account that population grows at the exoge-

nous rate n, N1t = (1 + n)N1t−1, it follows that in equilibrium the ratio of high skill to

low skill labor is given by

xt =
(1− e∗

t /2) e∗2
t (1 + n)h+ e∗

t−1h
H∗
2t

(1− e∗
t ) (1 + n) + (1− e∗

t−1)hL∗
2t

. (9.15)

Finally, the market clearing condition in the credit market implies that next period

capital stock must be financed from total savings net of investment in health:

Kt+1 =
[
wL

t Lt + wH
t Ht

]
−
[
IL

t (1− e∗
t ) + IH

t e∗
t

]
N1t. (9.16)

Dividing both sides of this equation by Lt, and expressing everything in terms of k and

x:

(μL + μHxρ
t+1)

1/ρ kt+1
Lt+1

Lt

= (1− α)Akα
t (μL + μHxρ

t+1)
1/ρ + (9.17)

−N1t
Lt

[
IL∗

t (1− e∗
t ) + IH∗

t e∗
t

]
.

where I i∗
t = I i(kt+1, xt+1) follows from (9.11) and (9.12), and the population ratios
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Lt+1

Lt

=

(
1− e∗

t+1

)
(1 + n) + (1− e∗

t )
(
1− δ

(
IL∗

t

))
(1− e∗

t ) (1 + n) + (1− e∗
t−1) (1− δ (IL∗

t−1))
(1 + n) , (9.18)

N1t
Lt

= 1 + n

(1− e∗
t ) (1 + n) + (1− e∗

t−1) (1− δ (IL∗
t−1))

. (9.19)

The equilibrium dynamic system is given by (9.10), (9.15) updated to t+1 and (9.17),

where the term e∗
t−1 is given by (9.15).

In a stationary equilibrium the fraction of young workers that enrolls in education

remains constant, e∗
t = e∗, and so Lt+1/Lt = 1 + n. It follows from (9.10), (9.15) and

(9.17) that

x∗ = e∗h

(1− e∗)

(
1− δ

(
IH∗

))
+ e∗ (1− e∗/2) (1 + n)

(1− δ (IL∗)) + (1 + n) (9.20)

(1− e∗) = μL

hμH

x∗1−ρ + ωL∗

wH∗

⎡
⎣(hμH

μL

x∗ρ−1
)1/2

− 1
⎤
⎦ [−1 + 2

(ωL∗)1/2

]
(9.21)

k∗1−α = (1− α)A
1 + n

−
[
(1− e∗) IL∗ + e∗IH∗

]
(μL + μHx∗ρ)−1/ρ

(1− e∗) (1 + n+ 1− δ (IL∗)) (9.22)

9.3.4. The Inflow of Workers

Suppose that the there is an exogenous and unexpected inflow of young and low skill

workers in period t. Suppose also that they arrive in the middle of the period when

education decisions by natives are already taken. So the amount of high skill workers

in period t is fixed. Natives and immigrants can invest in human capital but this in-

vestment will depend on their expected future wages. Due to the inflow of low skill

workers the ratio xt will fall and so initially the wage gap will increase. Since the aggre-

gate stock of capital at the time of the shock is already fixed, an inflow of workers will

also imply a fall in kt. As a result total labor income per efficiency unit of labor will de-

crease but the effect on aggregate human capital investment and savings is ambiguous.
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It follows from (9.7) that initially productivity will fall unless the increase in the share

of low skill labor over total population compensates for the fall in kt and xt. In period

t + 1 the fraction of young workers that will enroll in high education will rise (young

natives and immigrants descendants) and this will have a small but positive effect on

xt+1 and on human capital investment and savings. This process will be reinforced

after the immigrant population is fully assimilated (school and human capital deci-

sions) increasing the economy’s long run productivity. How long this transition is will

depend on the economy’s initial conditions, the relative size of the immigrants inflow

and their degree of assimilation. Future increases of productivity can in turn induce

more human capital investment and, in an environment with endogenous retirement,

longer working lifes.

9.4. Conclusion

Migration and aging are two main interconnected challenges that Europe is facing, and

their effects on the economy are not well understood. Migration is sometimes seen as

a panacea to circumvent the financial problems associated to ageing societies, other

times is seen as a burden since the arrival of migrant workers can depress the wage of

non-educated natives and reduce the average productivity of the economy as a whole.

In this paper, we have focused on the effect of migration on workers’productivity and

the wage gap between skill and unskilled workers.

In order to shed some light on the effect of migration on ageing receiving economies,

we have constructed a two period OLG model where we have made explicit both edu-

cational choices and human capital investments. Endogeneity of educational choices is

of key importance since the arrival of migrant young workers is more likely to depress

the wage of non-educated natives – as they are more close substitutes – and hence to

increase incentives for schooling. Also, as evidenced by the biological literature, indi-
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vidual life cycles are influenced by health investment and maintenance practices.

The conclusion is that the evolution of human capital during the life cycle is badly

described by existent theories that treat depreciation or, for our purposes, aging as

purely exogenous. Our results point out that, when human capital investment over

the life cycle is possible, migration does not universally increase the wage gap, nor nec-

essarily deteriorates the economy’s average productivity. This depends on the econ-

omy’s initial conditions, and needs to be studied case by case. Therefore, our findings

go against the main drawbacks emphasized by previous literature against immigration

as a valuable tool to help the sustainability of the pension system.

Further work should carry out detailed calibration and simulation exercises to give

quantitative predictions of the effects found. Introducing different pension systems

such as the pay-as-you-go system, and considering general equilibrium effects on cap-

ital accumulation should also produce additional interesting insights. We leave these

and other related issues to future research.
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10. An Alternative to Retirement:

Part-time Work

by Alfonsa Denia Cuesta and Maria Dolores Guilló

Abstract. Part time work can facilitate participation in the labor market and smooth

the transition to retirement. Part-time employment, however, represents for the most

part an involuntary choice. The aim of this chapter is to conduct an empirical inves-

tigation of the determinants of part-time work. Using Spanish labor market data, we

find that part-time work becomes a more desired employment alternative as people

age, and that education and children’s age have opposite effects on women and men’s

probabilities of voluntary part-time employment. Interestingly, most part-time work

among women occurs in low-skill occupations, whereas part-time work among men

are mainly concentrated in high-skill jobs.

10.1. Introduction

Part time work can offer a variety of benefits for the problems faced by ageing societies.

First, it can be used as an instrument to facilitate participation in the labor market and

smooth the transition to retirement. Second, it can be complementary tool to policies

that want to extend the legal retirement age. Third, it can be key to rise government’s
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revenues. Within this context, a main issue that the policymaker faces is to create

attractive conditions in part-time employment to make it a desired option to retirees;

the existence of disadvantageous labor contract conditions often associated to part-

time jobs limits the extent of part-time jobs as a voluntary choice.

Part-time work as a form of partial retirement is already a possibility in many na-

tions. In countries like, for example, the United States about 18% of the cohort of

workers born between 1931 and 1941 were in phased or partial retirement in 1998 and

2000 (Scott 2004). In Europe, part-time work programs for retirees have also been im-

plemented; in the Netherlands, for example, about one-third of employees said their

last employer offered the possibility of phased retirement (Van Soest et al. 2006). In

Spain, about 25.5% of men employed that are 65 years old and over work part-time;

among women the percentage is 38.2.

The goal of this chapter is to conduct an empirical exploration of the determinants

of part-time work, and the extent to which it represents an individual’s preferred labor

market situation. More specifically, we explore the relative importance of individual

and family variables on the probabilities of part-time and full-time employment. Given

that pat-time work occurs more often among women, we differentiate between genders

to introduce additional variation into the analyses. This is also important because men

and women may have different reasons to choose part-time work.1 The data used come

from the Spanish labor force survey EPA (for the Spanish initials) and the focus is on

individuals that live with a partner.

1 Recent studies, for example, point out that men and women not only allocate their time between
market and home duties in very different ways but also that there exist important differences across
countries in time use and values that can be related to the existence of social norms or gender role
attitudes (Burda, Hammermesh and Weil, 2007, and Fortin 2005). For instance, in a sample of 14
EU countries Jaumotte (2004) documents the preferences of couples with small children over three
working options, non-work, part-time and full-time, and compares these preferences with their ac-
tual patterns of employment. Only ten percent of the couples prefer the traditional male breadwinner
model (the man works full-time and the woman does not work), but 38 percent of them have it ac-
tually, and in all countries the rate of couples preferring the man working full-time and the woman
working part-time is higher than the rate of couples with this employment arrangement, which is
indicative of the potential rise in participation that can arise from more and better jobs on a part-time
basis.
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Our main empirical findings are the following. First, part-time work becomes a more

desired employment alternative as people age, independently of gender; although old

people’s preference for PT work is weaker among women than among men. Second,

education and family characteristics tend to have opposite effects on women and men’s

probabilities of voluntary part-time employment. Third, having grown-up children

or a temporary contract increases significantly the probability of being involuntary

part-time employed. Finally, after exploring the implications of different definitions of

involuntary employment for the employment probabilities, we conclude that the EPA

definition, which is the same as the one adopted by EUROSTAT, understates the extent

of involuntary part-time employment.

The fact that part-time employment in developed countries is mainly concentrated

on low educated workers and low skilled occupations in the service sector is well doc-

umented, for example, by Manning and Petrongolo (2004). They also find that there

exists an important wage penalty associated to part-time employment which can be

explained to a large extent by the high degree of occupational segregation, being Spain

one of the countries with the largest occupational segregation. Fernandez-Kranz and

Rodriguez-Planas (2009) show that the part-time pay penalty in Spain is larger and

more persistent in the case of women in fixed-term contracts, whereas O’Dorchai, Plas-

man and Rycx (2007) show that the part-time wage penalty of men in Spain is negligi-

ble. This and the positive association we find between involuntary part-time employ-

ment and fixed term contracts in Spain suggest that the part-time wage penalty can be

responsible of a large fraction of Spanish involuntary employment.2

The rest of the chapter is organized as follows. Section 2 presents some data about

Spanish part-time employment with a focus on individuals that live with a partner,

trying to identify the main (individual and family) factors that shape their labor supply.

2 These issues are analyzed for the case of Britain in Connolly and Gregory (2008), Paull (2008) and
Booth and van Ours (2008), the case of Australia is analyzed in Booth and van Ours (2009), and the
case of a developing country (Honduras) in López-Bóo, Madrigal and Pagés (2009).
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Section 3 contains the empirical investigation. Section 4 concludes.

10.2. Part-time Employment in Spain

There are mainly two types of definitions for part-time (PT) employment: objective – a

PT worker usually works less hours than those of a comparable full-time (FT) worker;

and subjective – the employee’s spontaneous answer to ‘what type of employment

do you have, FT or PT?’. In general, it is not possible to establish a precise distinction

between PT and FT since the standard workweek can vary from one country to another

or from one activity to another. In this Section we follow the subjective definition used

in the Spanish labor force survey, but we explore the extension of this definition in

several directions in the appendix. These extensions try to capture, on the one side,

the large heterogeneity and dispersion of part-time employment relative to full-time

employment and, on the other, the voluntary or involuntary character of the labor

situation. In this Section we provide some data of part-time employment in Spain

trying to illustrate these special features. Although EPA is a rotating panel, in some

cases we use data on two different years only for purposes of comparative statics.

Table 10.1 clearly shows that PT employment is an important alternative within the

old population. More specifically, within the 65+ age group, 25.5 and 38.2% of employ-

ees have PT jobs among men and women, respectively; those same numbers for the

total population are 4.1 and 22.7%.

Table 10.2, in turn, establishes that this is mainly a voluntary decision. In particular,

only 0.9% of old workers among men, and 9.2% among women declare that they are

PT because they do not find a FT job; whereas 30.8 and 26.3% of men and women,

respectively, say that they are PT because they want to. This is the opposite to what

we find for the total population: 27.6% of men are PT because they do not find a FT

job, and only 10.0% because they prefer that alternative; among women, 31.2% of PT
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Table 10.1.: Percentage of Part-time Workers by Age and Gender

Age Men Women
16-54 3.9 22.6
55-64 3.5 22.9
65+ 25.5 38.2
Total 4.1 22.7
Source: EPA and own calculation.

Table 10.2.: Percentage of Part-time Workers (Not) Liking a Full-time (FT) Job

Age Do not find a FT job Do not want a FT job
Men Women Men Women

16-54 31.0 32.5 7.5 13.0
55-64 19.5 22.8 15.5 22.7
65+ 0.9 9.2 30.8 26.3
Total 27.6 31.2 10.0 14.2
Source: EPA and own calculation.

employers would like to have a FT job, and only 14.2% are happy with their current

employment status. Interestingly, the table also suggests that the preference for PT

work in the 65+ category is weaker among women than among men: the percentage

of PT employed men that would not like to have a FT job is 30.6%, whereas the same

figure for women is 26.3%; for the total population these numbers display again the

opposite message.

To account for the heterogeneity of part-time employment some authors distinguish

between ‘substantial’ PT and ‘marginal’ PT, depending on the number of working

hours per week (e.g. it can be considered marginal up to 19 hours and substantial

from 20 up to 34 hours). Table 10.3 illustrates this heterogeneity in the Spanish case,

where we can also observe that men work more hours than women in all types of em-

ployment; one possible explanation to this fact is that women hold part-time jobs for

very different reasons than men do, what somehow conditions the type of labor con-

tract they have. The reasons of having a PT job given in the survey are reported in
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Table 10.3.: Total Worked Hours per Week, Household’s Reference person or Spouse.

Men Women
2000 2008 2000 2008

FT
mean
sd

43.14 43.9
7.92 8.09

40.47 38.89
6.73 6.77

PT
mean
sd

19.96 19.27
6.06 7.07

17.87 19.14
6.72 7.10

Substantial PT
mean
sd

22.73 23.24
3.20 3.55

22.33 23.22
3.07 3.66

Marginal PT
mean
sd

11.88 11.14
4.05 4.74

11.01 11.26
4.33 4.70

Source: EPA and own calculation.

Table 10.4 and correspond to all possible answers to the question ‘why do you have a

part-time employment?’3

In each year box of Table 10.4, the second and fourth columns report the gender dis-

tribution of a given answer (row) and the third and fifth show how often each answer

is given by men and women (col.), respectively. For example, 47.4 percent of workers

who have a PT job because they are undertaking some education or training program

are men in 2000 and this share has fallen to 42.8 in 2008; whereas 13.7 percent of men

and only 4.2 percent of women in 2000 have it for that reason. This table also reveals

that having a PT job due to family obligations is mainly a women’s motive. The fact

that most of PT workers that do not want a FT job are also women (around 82 percent

in 2000 and 80 per cent in 2008) goes probably in the same direction, since these data

usually correspond to women being in households where men hold FT jobs. Moreover,

the majority of workers that have a PT job because they have not found a FT one are

also women.

3 Since 2004 the ‘type of activity’ developed is not listed as a possible reason of having a part-time
job, and ‘family obligations’ is split into two different reasons, ‘taking care of children and other
dependent adults’ and ‘other family reasons’.
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Table 10.4.: PT Employment Reasons Across Genders

2000
Men

Row Col.
Women

Row Col.
Education, training 47.4 13.7 52.6 4.2
Illness 60.0 3.0 40.0 0.6
Family obligations 1.2 0.6 98.8 13.7
FT not found 22.0 22.5 78.0 21.9
FT not wanted 16.1 4.1 83.9 5.9
Type of activity 20.9 37.0 79.1 38.2
Other reasons 26.3 18.1 73.7 13.9
Unknown reason 13.1 0.6 86.9 1.7

2008
Men

Row Col.
Women

Row Col.
Education, training 42.8 26.2 57.2 8.5
Illness 43.8 4.5 56.2 1.4
Family obligations 5.4 3.4 94.6 14.3
Children care 1.4 1.2 98.3 17.5
FT not found 17.7 27.6 82.3 31.2
FT not wanted 14.7 10.0 85.3 14.2
Other reasons 34.0 26.3 66.0 12.4
Unknown reason 26.9 0.9 73.1 0.6
Population: household’s reference person or spouse.
Source: EPA and own calculation.
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Table 10.5.: Unemployed Searching Options Across Genders, Percentage

2000
Men

Row Col.
Women

Row Col.
FT only 53.9 20.8 46.1 12.6
FT, PT 38.5 27.6 61.5 31.2
PT, FT 15.7 0.9 84.3 3.4
PT only 17.6 1.5 82.4 5.1
Any type 42.2 49.2 57.8 47.7

2008
Men

Row Col.
Women

Row Col.
FT only 52.2 57.0 47.8 47.0
FT, PT 38.5 6.9 61.5 7.7
PT, FT 15.6 0.6 84.4 1.7
PT only 19.9 6.1 80.1 13.3
Any type 41.4 29.3 58.6 30.4
Population: household’s reference person or spouse.
Source: EPA and own calculation.

Table 10.6.: Individuals Wanting to Work More Hours by Hours Worked, Age, and
Gender

+35 20-34 1-19
Age Men Women Men Women Men Women

16-54 7.4 4.6 26.9 27.4 40.4 48.0
55-64 2.8 1.7 7.9 11.9 28.6 31.3
65+ 2.0 0.0 0.0 8.3 10.0 18.2
Total 6.8 4.3 24.2 26.0 38.0 45.6
Source: EPA and own calculation
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Finally, if we are interested in the profile of a PT worker, we cannot ignore the un-

employed. Unemployed workers have preferences about the type of workweek they

want. Table 10.5 reports the frequency of different workweek types searched for by

unemployed workers. We can see that the distribution of each searching option across

genders has remained practically the same but the distribution of all options within

each gender has experienced important changes. For example, searching for FT only

and searching for FT as the first option (FT, PT) have become more and less important

over the years, respectively. The same thing happens for the categories PT only and

PT as the first option (PT, FT). In other words, preferences about workweek types have

become more polarized. Thus, if we want to properly account for the determinants of

the (voluntary) PT labor supply we have to account also for those unemployed that

seek for a PT job. So, first of all, we have to specify what do we mean by a (voluntary)

PT worker (unemployed or employed).

With respect to the unemployed we could just say that she is a PT seeker if she

is searching for PT only or for PT as the first option, but with respect to the employed

there is not such a clear cut between voluntary and involuntary. For instance, we could

say that an involuntary PT employed worker is a worker with a PT job who wants to

work FT or more hours, whereas a voluntary PT employed worker does not want a

FT job. But then we were left with a large number of PT employed workers who are

neither voluntary nor involuntary.

Table 10.6 illustrates the importance of the distinction between a free choice (volun-

tary) and a constrained (involuntary) employment situation. It shows that the percent-

age of workers who prefer to work more hours is quite high for people with ‘marginal’

PT and that the majority of workers who want to work more hours, both substantial

and marginal PT, are in the 16-54 year group. In the empirical analyses of Section 4 we

try to solve this ambiguity combining the reasons of having a PT employment with a

control variable for hours.
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10.3. Model and Results

The aim in this Section is to find the factors that shape the profile of a (voluntary) part-

time worker. As discussed above we cannot ignore unemployed individuals searching

for a part-time job, so we try to explore the determinants of different labor situations

including full-time employed and full-time seekers, voluntary part-time employed and

part-time seekers, and involuntary part-time employed. The first problem we face is

that the voluntary or involuntary nature of the part-time labor status that comes from

employed and unemployed individuals responds to very different circumstances and

factors. In the theoretical framework individuals take wages and technologies as given

and choose the employment supply option that maximizes their utility subject to their

budget constraint. In the data, however, individuals have a labor status that can be

different from their first-best option, depending for example of how long they have

been searching for a part-time work or the availability of full-time jobs.

10.3.1. Measurement

There are some peculiarities in the employment categories that we find in the data that

are worth mentioning. On the one side, in the estimation of employment probabili-

ties it is a common practice to include inactive as well as unemployed individuals in

the same non-work category (e.g., Bardasi and Gornick, 2003), but unemployment is

usually an involuntary status. On the other side, part-time employment can be also

involuntary. Hence, to explore the implications of accounting for involuntary situa-

tions, we propose (i) to include unemployed workers either in the part-time or in the

full-time categories depending on their job searching options, and (ii) to distinguish

between voluntary and involuntary part-time employed workers depending on the

reasons of having a part-time job and the willingness to work more hours. That is, we

need to address two questions: how to classify the unemployed individuals into part-
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Table 10.7.: Job Searching Distributions by Unemployment Spells 2008

FT only FT/PT PT/FT PT only Any type
Months Men Wom Men Wom Men Wom Men Wom Men Wom

m < 1 64.7 49.9 3.9 5.4 1.0 2.7 6.9 19.8 21.6 20.2
1 ≤ m < 3 59.5 40.1 7.6 8.4 0.2 1.9 6.9 20.8 24.4 27.8
3 ≤ m < 6 57.8 40.0 8.2 10.2 0.2 3.3 6.1 17.5 26.3 28.1
6 ≤ m < 12 54.6 36.1 7.3 8.8 1.5 2.5 5.9 18.1 29.6 32.9
12 ≤ m < 18 50.9 37.2 8.1 6.6 0.9 2.6 5.4 19.1 32.6 32.8
18 ≤ m < 24 47.1 36.0 5.8 9.5 0.5 3.1 8.3 17.3 35.9 32.4
24 ≤ m < 48 46.3 31.9 8.7 9.4 0.3 2.3 2.8 17.5 39.4 37.5
48 ≤ m 48.8 36.2 5.6 7.8 0.8 2.8 3.6 14.9 40.5 36.6

time and full-time workers and how to classify the part-time employed individuals

into the voluntary and involuntary employment situations.

To address the classification of unemployed workers between part-time and full-

time workers the only available information we have comes from the job searching

categories reported in Table 10.5. This classification could be done trying to order

the searching options categories according with the workers’ preferences, but then the

question is whether these preferences follow really an order or not, see for instance

Baslevent (2002). From a worker’s perspective, the five searching options can be or-

dered in different alternative ways but the order itself can be influenced by the length

of the unemployment spell, as Table 10.7 illustrates. This Table shows the distribution

of the five searching options for each of the unemployment spells in EPA 2008. For

longer unemployment spells the options full-time only or part-time only become less

frequent and the option searching for any type more frequent, whereas there is not a

clear pattern for the rest of searching alternatives.

To explore further the influence of unemployment duration on the part-time search-

ing option we have estimated different multinomial specifications and obtained simi-

lar results in all of them. In Table 10.8 we report the marginal effects of a multinomial

logit with three possible states, searching full-time only, searching part-time only and
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Table 10.8.: Searching Options, Multinomial logit Marginal Effects

Women Men
PT only Either PT only Either

Age 0.055
(0.007)

−0.010
(0.008)

0.011
(0.003)

−0.015
(0.009)

Age2 −0.0001
(0.00008)

0.0001
(0.0001)

−0.0001
(0.00003)

0.00009
(0.0001)

Edu2 0.062∗
(0.023)

−0.070∗
(0.025)

0.032∗∗
(0.017)

−0.078∗
(0.027)

Edu3 0.006
(0.024)

−0.076∗
(0.027)

0.064
(0.026)

−0.120∗
(0.028)

Edu4 0.00003
(0.029)

−0.161∗
(0.030)

0.092∗
(0.044)

−0.137∗
(0.034)

Married 0.0425∗
(0.0216)

0.0450∗∗
(0.027)

−0.008
(0.009)

−0.076∗
(0.033)

Em.par. 0.0435∗∗
(0.026)

0.0142
(0.032)

−0.013∗∗
(0.008)

0.020
(0.026)

Un.par. −0.024
(0.035)

0.0853∗
(0.042)

−0.023∗
(0.007)

0.011
(0.034)

Child1 0.131∗
(0.024)

−0.077∗
(0.025)

0.006
(0.008)

−0.017
(0.03)

Child2 0.091∗
(0.021)

−0.048∗
(0.023)

0.010
(0.008)

−0.049∗∗
(0.027)

Child3 0.015
(0.089)

−0.012
(0.023)

−0.002
(0.007)

−0.019
(0.027)

Child4 −0.051∗
(0.020)

0.017
(0.026)

0.0006
(0.009)

0.028
(0.031)

Child5 −0.039
(0.025)

0.066∗
(0.032)

−0.005
(0.010)

−0.058
(0.037)

Em.other 0.024
(0.028)

−0.045
(0.031)

0.010
(0.012)

0.034
(0.040)

Adult65 0.006
(0.045)

−0.013
(0.054)

−0.016
(0.001)

0.044
(0.064)

Search −0.006
(0.003)

0.020
(0.0042)

∗ 0.002∗∗
(0.001)

0.027
(0.0053)

∗

Obs.Total 3131 1939
Log likel. −3183.768 −1400
Ps.R2 0.051 0.075

(*) and (**) stand for significance at the 5 and 10 percent levels, respectively; s. e. in parenthesis.
The dependent var is 0 if looking for a FT only, 1 if PT only, 2 if Either (FT/PT or PT/FTor Any type)
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searching either, which includes the other 3 searching options. The sample consists of

unemployed individuals aged between 16 and 64 that live with a partner and are either

the household’s head or the partner of the household’s head. The individual character-

istics are age (and square age, as a control variable) and education (four different levels,

primary, secondary first level, secondary second level and university), which are not

only proxies for experience and productivity, they also can influence the age and num-

ber of children. The family variables are marital status (non-married includes single,

divorced and widowed), the partner’s employment, the partner’s unemployment, age

of children (six school-age intervals), the presence of other employed adults living in

the household, and the presence of other adults older than 64.4 The variable ‘search’ is

an ordinal variable that accounts for the different lengths of the unemployment spells.

Note that the marginal effect of search duration is irrelevant for the ‘part-time only’ op-

tion and significant for the ‘either’ option in the case of women, whereas both effects

are significant and positive in the case of men. Other noticeable gender asymmetries

are that being married or having small children have positive and significant effects for

women, and negative and not always significant for men. So these two variables arise

as possible determinants (positive effects) of the (voluntary) part-time labor supply of

women and full-time labor supply of men.

Moreover, since there is not a clear mapping from the unemployed searching cat-

egories to the categories of full-time and part-time workers, in the estimations that

follow we have decided to classify as part-time workers all the unemployed individu-

als that search for ‘part-time only’ or for part-time as the first option, and to consider

the rest of the unemployed as full-time workers (except in Definition 1, where seekers

that would be willing to work part-time are excluded), see bottom panel of Table 10.9 .

Next, we turn to issues related to the classification of part-time employment between

4 All the model specifications also include dummy variables for the Spanish regions which are not
reported.We have also estimated all the models including instead the regional unemployment rates
and found very similar results.
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Table 10.9.: Alternative Definitions for Employment Categories

Voluntary (PT) and Involuntary (IPT) Part-Time employment

Definition 1
VPT: FT not wanted

IPT: FT not found

Definition 2
VPT: FT not wanted

IPT: other than FT not wanted

Definition 3
VPT: FT not wanted+ other reason if not want more hours

IPT: FT not found + other reason if want more hours

Def. EPA
VPT: other than FT not found

IPT: FT not found

Part-Time (PTU) and Full-Time (FTU) Unemployment

For all Def. PTU: searching PT only + PT as first option

All but Def. 1 FTU: searching FT only + FT as first option + any type

Only Def. 1 FTU: searching FT only
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voluntary and involuntary. This can be done combining at least two criteria: (i) the

hours criterium, which accounts whether the worker prefers working more hours or

not and (ii) the reasons criterium, which accounts for the reasons of having a part-time

work (Table 10.4). A selection of alternative ways for the classification of these em-

ployment categories is given in the top panel of Table 10.9. The official statistics clas-

sification (Def. EPA) identifies the involuntary part-time employment with the share

of part-time workers that have not found a full-time job, so in this case the voluntary

part-time employment share will include the rest of part-time employment categories

described in Table 10.4. One way to solve this ambiguity using the reasons criterium

is to define the voluntary part-time employment as the number of workers that do not

want a full-time job and compute the involuntary part-time employment as the resid-

ual (Definition 2) or as those that have not found a full-time job (Definition 1). Notice

that Definition 1 is the less ambiguous of all, but the problem with this definition is that

we loose a lot of observations and part-time employment is very heterogenous. In the

next section we explore the implications of these alternative employment definitions,

and those of unemployment described above, for the labor status probabilities of all

individuals.

10.3.2. Results

We analyze the influence of individual and family characteristics on the labor status

of women and men, exploring the implications of the different employment defini-

tions discussed above. The sample consists of all individuals aged between 16 and 64

that live with a partner and are either the household’s head or the partner of the house-

hold’s head. The set of explanatory variables is the same as that in Table 10.8 except for

the ‘search’ variable. Tables 10.10 and 10.11 report the marginal effects of the ordered

and multinomial models for women and men, respectively, under Definition 2. In the

statistical appendix we show that the significance of grown up children and adults over
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Table 10.10.: Women’s Labor Status under Definition 2.,Mmarginal Effects

ordered model multinomial model
NW PT FT PT FT

Age −0.031∗
(0.003)

−0.001∗
(0.0001)

0.033∗
(0.003)

0.002∗
(0.001)

0.030∗
(0.012)

Age2 0.0005∗
(0.000031)

−0.00002∗
(0.00001)

−0.0006∗
(0.00003)

−0.00003∗
(0.00001)

−0.0005∗
(0.00003)

Edu2 −0.0715∗ −0.0034∗
(0.0004)

0.075∗
(0.008)

0.0055∗
(0.0034)

0.068∗
(0.008)

Edu3 −0.197∗
(0.0072)

−0.012∗
(0.0006)

0.209∗
(0.008)

−0.007∗
(0.0032)

0.204∗
(0.008)

Edu4 −0.352∗
(0.0057)

−0.030∗
(0.0011)

0.382∗
(0.006)

−0.018∗
(0.0029)

0.375∗
(0.006)

Married 0.116∗
(0.010)

0.008∗
(0.0009)

−0.123∗
(0.011)

0.003
(0.004)

−0.122∗
(0.011)

PartnerE −0.099∗
(0.009)

−0.003∗
(0.0002)

0.102∗
(0.010)

0.006
(0.004)

0.095∗
(0.010)

PartnerU −0.169∗
(0.0013)

−0.0013∗
(0.0014)

0.182∗
(0.014)

0.011
(0.171)

0.166∗
(0.015)

Child1 0.175∗
(0.010)

0.003∗
(0.0002)

−0.178∗
(0.010)

0.001
(0.004)

−0.181∗
(0.010)

Child2 0.083∗
(0.008)

0.002∗
(0.0002)

−0.085∗
(0.009)

0.006∗
(0.032)

−0.085∗
(0.009)

Child3 0.023∗
(0.008)

0.0009∗
(0.0003)

−0.024∗
(0.008)

−0.0006
(0.003)

−0.024∗
(0.008)

Child4 0.011
(0.008)

0.0005
(0.0031)

−0.012∗
(0.009)

−0.009
(0.003)

−0.013∗
(0.009)

Child5 0.004
(0.010)

0.0002
(0.0004)

−0.004
(0.010)

−0.009
(0.004)

−0.007
(0.010)

OtherE 0.0003
(0.009)

0.00001
(0.0004)

0.0003
(0.010)

0.005
(0.004)

0.002
(0.010)

Adult65 0.028∗
(0.013)

0.0010∗
(0.0004)

−0.029∗
(0.014)

0.009∗∗
(0.005)

−0.026∗∗
(0.014)

LIMIT 1 1.453∗
(0.255)

LIMIT 2 1.661∗
(0.255)

Obs.Total 33427 33427
Log likel. −23170 −23086

Ps.R2 0.153 0.156
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Table 10.11.: Men’s Labor Status under Definition 2, Marginal Effects

ordered model multinomial model
NW PT FT PT FT

Age −0.016∗
(0.0013)

−0.0004∗
(0.00006)

0.016∗
(0.0014)

−0.00008
(0.0002)

0.016∗
(0.0013)

Age2 0.0003∗
(0.00001)

−0.000007∗
(0.000001)

−0.00026∗
(0.00002)

0.000002
(0.000002)

−0.00025∗
(0.00001)

Edu2 −0.015∗
(0.0030)

−0.0004∗
(0.00009)

0.015∗
(0.0030)

0.00013
(0.00082)

0.014∗
(0.003)

Edu3 −0.013∗
(0.0031)

−0.0003∗
(0.00009)

0.014∗
(0.003)

0.0013
(0.0010)

0.012∗
(0.003)

Edu4 −0.035∗
(0.0029)

−0.0009∗
(0.00013)

0.036∗
(0.0029)

0.004∗
(0.0016)

0.032∗
(0.003)

Married −0.019∗
(0.007)

−0.0005∗
(0.0002)

0.0200∗
(0.007)

0.000004
(0.0007)

0.020∗
(0.007)

PartnerE −0.031∗
(0.0028)

−0.0008∗
(0.0001)

0.032∗
(0.003)

−0.0002
(0.0005)

0.031∗
(0.003)

PartnerU −0.013∗
(0.0045)

−0.0004∗
(0.00013)

0.014∗
(0.0049)

−0.0016∗
(0.0006)

0.014∗
(0.005)

Child1 −0.024∗
(0.005)

−0.0006∗
(0.0002)

0.0242∗
(0.0052)

−0.0004
(0.0006)

0.025∗
(0.005)

Child2 −0.008∗∗
(0.005)

−0.0002∗∗
(0.0001)

0.0079∗∗
(0.0048)

−0.0006
(0.0006)

0.008∗∗
(0.005)

Child3 −0.013∗
(0.004)

−0.00034∗
(0.0001)

0.014∗
(0.0037)

−0.0005
(0.0006)

0.013∗
(0.004)

Child4 −0.012∗
(0.0033)

−0.0003∗
(0.00009)

0.012∗
(0.0034)

−0.0009∗∗
(0.0005)

0.012∗
(0.003)

Child5 −0.008∗
(0.004)

−0.0002∗
(0.0001)

0.0079∗
(0.0037)

−0.0012∗
(0.0006)

0.008∗
(0.004)

OtherE −0.0099∗
(0.0035)

−0.0003∗
(0.0001)

0.0101∗
(0.0036)

0.00006
(0.0008)

0.0097
(0.0035)

Adult65 −0.0034
(0.0044)

−0.00009
(0.0001)

0.0035
(0.005)

0.0001
(0.001)

0.032
(0.005)

LIMIT 1 1.263∗
(0.534)

LIMIT 2 1.293∗
(0.533)

Obs.Total 31245 31245
Log likel. −9044 −8996

Ps.R2 0.258 0.262
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64 depends on the definition used, but in general all definitions yield similar results.

For women, the probability of choosing full-time work decreases with the presence of

children of any age, although the marginal effects become less negative for older chil-

dren, whereas the marginal effects are positive (but small) if the alternative is part-time

work. As we can observe, this relationship between children and labor status is just

the opposite in the case of men. A similar conclusion arises for the marital status, be-

ing married decreases the probability of full-time by 12 per cent and increases slightly

the probability of part-time in the case of women, whereas the signs of the marginal

effects are again the opposite in the case of men. Moreover, in the case of women, the

presence of adults older than 64 in the household has a positive and significant effect

on the probability of part-time and a negative and significant effect on the probability

of full-time, but none of the coefficients are significant in the case of men. Finally, it is

worth noting that, regardless of gender, the higher is the education level the higher is

the probability of having a full-time job, whereas in the case of part-time employment

things are very different across genders: more education decreases the probability of

part-time employment for a woman but it only matters the university degree and with

a positive effect for the employment probability of a man.

10.3.3. Robustness

To check the robustness of the results, we now restrict the sample to salaried individu-

als and add a set of employment related variables as controls. These variables include

four categories for the type of activity and occupation that are defined from the EPA

socioeconomic classification, primary sector, blue-collar, white-collar/professional and

service sector (base category); the ‘contract’ variable takes the value 1 if the employ-

ment contract is permanent and 0 if it is temporary; the ‘private’ variable takes the

value 1 if the individual is employed in the private sector and 0 if employed in the
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Table 10.12.: Salaried Workers, Marginal Effects

Women Men
(1) (2) (3) (1) (2) (3)

Age −0.028
(0.033)

−0.062∗
(0.003)

−0.005
(0.003)

0.003∗
(0.0006)

0.0026∗
(0.0005)

0.002∗
(0.0004)

Age2 0.00003
(0.00004)

0.00003
(0.00004)

0.000002
(0.0004)

−0.00004∗
(0.0001)

−0.00003∗
(0.0001)

−0.00003∗
(0.00000)

Edu2 0.061∗
(0.010)

0.046∗
(0.010)

0.042∗
(0.010)

−0.00008
(0.003)

−0.0005
(0.002)

0.00004
(0.002)

Edu3 0.149∗
(0.009)

0.113∗
(0.010)

0.103∗
(0.010)

−0.003
(0.003)

−0.0014
(0.002)

−0.0005
(0.002)

Edu4 0.246∗
(0.009)

0.155∗
(0.011)

0.140∗
(0.012)

−0.012∗
(0.004)

−0.005
(0.003)

−0.004∗∗
(0.002)

Married −0.025∗
(0.011)

−0.038∗
(0.010)

−0.062∗
(0.010)

0.010∗
(0.0032)

0.005∗
(0.0024)

0.003∗∗
(0.018)

Epartner 0.021
(0.014)

0.0074
(0.013)

−0.002
(0.013)

−0.012
(0.002)

−0.0059
(0.0015)

−0.001
(0.001)

Upartner 0.023
(0.021)

0.030
(0.019)

0.054∗
(0.018)

−0.008∗
(0.004)

−0.0058∗∗
(0.003)

−0.001
(0.002)

Child1 −0.150∗
(0.012)

−0.153∗
(0.012)

−0.173∗
(0.013)

−0.003
(0.003)

−0.0027
(0.002)

−0.002
(0.002)

Child2 −0.077∗
(0.010)

−0.083∗
(0.010)

−0.088∗
(0.011)

−0.0006
(0.0022)

−0.0006
(0.002)

−0.0001
(0.001)

Child3 −0.022∗
(0.093)

−0.025∗
(0.009)

−0.020∗
(0.009)

0.00009
(0.002)

0.00006
(0.002)

0.0008
(0.001)

Child4 −0.010
(0.010)

−0.009
(0.010)

0.005
(0.010)

0.0021
(0.002)

0.0017
(0.002)

0.001
(0.001)

Child5 0.013
(0.012)

0.012
(0.012)

0.012
(0.012)

0.006∗
(0.002)

0.004∗
(0.002)

0.003∗∗
(0.0016)

Eother −0.021∗∗
(0.013)

−0.010
(0.012)

−0.005
(0.013)

−0.006
(0.004)

−0.0045
(0.003)

−0.003
(0.002)

Adult65 0.015
(0.019)

0.009
(0.018)

0.016
(0.019)

0.004
(0.003)

0.003
(0.003)

0.003
(0.002)

Primary 0.190∗
(0.0051)

0.181∗
(0.005)

0.005∗
(0.002)

0.004∗
(0.0015)

Blue col. 0.163∗
(0.006)

0.152∗
(0.006)

0.013∗
(0.002)

0.010∗
(0.0015)

Profess. 0.032∗
(0.010)

0.025∗
(0.011)

−0.002
(0.002)

−0.003∗∗
(0.0016)

Contract 0.164∗
(0.010)

0.111∗
(0.010)

0.022∗
(0.003)

0.011∗
(0.002)

Private −0.210∗
(0.007)

−0.197∗
(0.007)

−0.005∗
(0.001)

−0.004∗
(0.001)

Hours −0.528∗
(0.016)

−0.064∗
(0.008)

Obs. 14576 14576 14576 19470 19470 19470
R2 0.068 0.154 0.239 0.036 0.075 0.151
(*) and (**) stand for significance at the 5 and 10 percent levels, respectively; s.e. in parenthesis.
The dependent var is 1 if FT, 0 if PT.
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Table 10.13.: Gender Asymmetries of Salaried Workers, Binary Estimations

Family Personal Market

Men
Married (+)
Children (not)

High education (-)
Rest education levels (not)

Professional (-)

Women
Married (-)
Children (-)

↑ Education ⇒↑ Coef
All education levels (+)

Professional (+)

public sector; finally, the variable ‘hours’ takes the value 1 if the individual wants to

work more hours and 0 otherwise.5

The purpose is to analyze the relative impact of individual, family and job related

variables on the probabilities of three possible employment situations: voluntary part-

time, involuntary part-time and full-time. Due to sample limitations this kind of mul-

tivariate analysis cannot be done for the male population, so we propose to make gen-

der comparisons through binary estimations and restrict that multinomial estimation

to the female population.6

The binary choice model we propose takes the self-reported labor situations in the

labor force survey (full-time or part-time) but tries to control for involuntary employ-

ment using the ‘hours’ criterium. To do that, the set of explanatory variables re-

lated to the job characteristics includes the variable ‘hours’ capturing whether the

worker wants to work more hours or not. The estimation results are reported in Table

10.12. Clearly, the variable ‘hours’ improves considerably the explanatory power of

the model, which can be indicative of the relevance of involuntary part-time employ-

ment. The negative sign and significance of this coefficient reflect that the involuntary

employment situation is positively related to part-time employment. The decrease of

5 We have also included four firm size categories in an extended model and find that these variables
are very significant, being more likely to have PT with small firms than with large firms. These
results are available only for the year 2000 and can be obtained from the authors upon request.

6 The few observations for men with a PT job do not allow to split the sample into voluntary and
involuntary PT workers.
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Table 10.14.: Salaried Women’s Labor Status, Marginal Effects

Vol PT Inv PT FT

Age 0.00313
(0.0024)

0.036
(0.018)

−0.0068∗
(0.003)

Age2 0.00000
(0.00003)

−0.0004∗∗
(0.0002)

0.00004
(0.00004)

Edu2 −0.02208∗
(0.0075)

−0.021∗
(0.005)

0.043∗
(0.009)

Edu3 −0.0541∗
(0.0074)

−0.053∗
(0.005)

0.107∗
(0.009)

Edu4 −0.0794∗
(0.0086)

−0.069∗
(0.006)

0.148∗
(0.010)

Married 0.0447∗
(0.007)

−0.005
(0.006)

−0.040∗
(0.009)

Epartner −0.0069
(0.0099)

−0.0004
(0.008)

0.007
(0.013)

Upartner −0.0384
(0.012)

0.008
(0.013)

0.031∗∗
(0.018)

Child1 0.1439∗
(0.010)

0.012∗
(0.006)

−0.156∗
(0.012)

Child2 0.0705∗
(0.008)

0.010∗∗
(0.006)

−0.080∗
(0.010)

Child3 0.0147∗
(0.006)

0.009∗∗
(0.005)

−0.024∗
(0.009)

Child4 −0.0045
(0.010)

0.012∗
(0.006)

−0.007
(0.009)

Child5 −0.0101
(0.008)

−0.0007
(0.007)

0.011
(0.011)

Eother −0.0178∗∗
(0.012)

0.028
(0.007)

−0.010
(0.012)

Adult65 0.007
(0.009)

0.008
(0.011)

0.010
(0.017)

Primary −0.1072∗
(0.004)

−0.070∗
(0.003)

0.178∗
(0.0027)

Blue col. −0.0877∗
(0.004)

−0.066∗
(0.003)

0.153∗
(0.006)

Profess. −0.0195∗
(0.007)

−0.011∗∗
(0.006

0.031∗
(0.010)

Private 0.1288∗
(0.005)

0.072∗
(0.004)

−0.200∗
(0.007)

Contract −0.0379∗
(0.007)

−0.118∗
(0.007)

0.157∗
(0.009)

Obs.Total 14579
Log likel. −9052
Ps.R2 0.142

(*) and (**) significance at the 5 and 10 percent, respectively; s. e. in parenthesis.
The dependent var is 0 if Voluntary PT, 1 if Involuntary PT, 2 if FT.
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the contract type coefficient (all coefficients of the market variables decrease) suggests

that the desire of working more hours is mainly associated to temporary contracts re-

gardless of gender.

It is clear from Table 10.12 that the inclusion of the market variables improves con-

siderably the explanatory power of the models and, at the same time, implies simi-

lar values and significance levels for most individual and family variable coefficients.

One remarkable feature is the change of the ‘married’ coefficient relative to the non-

market case, it increases (decreases) by more than fifty percent in the case of women

(men). That is, the marital status tends to be more (less) relevant for women (men)

when we consider job characteristics. Moreover, some of the gender asymmetries that

showed up in the multinomial estimations in the non-market framework of the previ-

ous section (all individuals) also arise here in the binomial estimations (only employed

individuals). Being married and having children decrease the probability of full-time

employment for a woman, whereas for men being married increases the probability

of full-time and having children is in general not significant; furthermore, education

is in general not significative in the case of men, only matters at the highest level and

has a negative influence on full-time employment, whereas in the case of women all

education categories are significant and more education increases the probability of

full-time employment. A related feature is that working as a professional has oppo-

site effects across genders, it increases (decreases) the probability of having a part-time

employment for a man (woman). A summary of these important gender asymmetries

is reported in Table 10.13, although they should be interpreted with caution due to the

small number of male observations.

Finally, we estimate a multinomial model for women where we distinguish between

voluntary and involuntary part-time employment. The aim of this final stage is to

confirm the importance of involuntary employment and to identify the profile of a

voluntary (involuntary) part-time worker. In this case, the dependent variable takes
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the value 0 if the status is voluntary part-time, the value 1 if the status is involuntary

part-time and the value 2 if it is full-time. Table 10.14 reports the marginal effects

on the probabilities of the different labor situations when we use Definition 3, which

combines the ‘reasons’ of having a part-time job with the willingness to work more

hours (i.e., the ‘hours’ criterium). Using Definition 2 instead, as we did in the non-

market framework, yields similar results. Note that now with this choice of definition

the explanatory variable ‘hours’ is not necessary, since whether the worker wants to

work more hours or not is already accounted for in the definitions used (see Table

10.9).

As above, the inclusion of the market variables adds substantial explanatory power

to the model and both the signs and significance levels of most variables here are sim-

ilar to those in the non-market setup. For concreteness Table 10.14 only reports the

extended model with the market variables. The results complement those of Table

10.12 in that they confirm the importance of accounting for involuntary employment

in the study of part-time situations and throw some light on the profile of a voluntary

PT female worker. It is clear now that more education decreases the probability of

involuntary and voluntary part-time jobs and that being ‘married’ and having small

children are very important determinants of voluntary part-time employment. Indeed

whereas the sign of the marginal effect of being ‘married’ is negative on both the in-

voluntary part-time and the full-time probabilities, it is positive on the probability of

voluntary part-time. Moreover, having an unemployed husband decreases the prob-

ability of a voluntary part-time job. With respect to children, it is clear that their age

is crucial for the workweek type of a woman living with a partner, children aged 11

or less (child1 to child3) increase the probability of having a voluntary part-time job

and decrease the probability of having a full-time job by 14 per cent and 15 per cent,

respectively. These probability effects and the difference between the voluntary and

involuntary part-time effects become weaker with the age of children. Furthermore,
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having children aged above 10 is not significative for voluntary employment but it in-

creases the probability of involuntary part-time employment by 1.2 percent if children

are aged below 16.

Finally, the influence of job characteristics on the employment probabilities confirms

the effects found in the binary estimation of Table 10.12.

10.4. Conclusion

Part-time employment is a recent phenomenon. It surged in the mid nineties as a

possible mechanism to conciliate family responsibilities and market work, for both

men and women. Now it is also seen as a mechanism to transit to retirement.

Our empirical study has focused on the features of part-time employment in Spain,

and also analyzed the extent of part-time employment as a voluntary choice for em-

ployed and non-employed individuals. It has been developed in two stages. In the

first stage we have omitted market variables and consider both non-employed and

employed individuals. The unemployed population was split between part-time and

full-time workers according with their workweek searching options, and the popula-

tion employed part-time was classified into part-time or full-time workers according

with their voluntary (do not want a full-time job) or involuntary employment situation.

In the second stage, we have included some market variables as controls and restricted

the analysis to employed individuals. The inclusion of the market variables improved

considerably the explanatory power of the model and, at the same time, kept similar

values and significance levels for most individual and family coefficients.

Results pointed out to a positive association between temporary contracts and the

presence of involuntary part-time employment, independently of gender. In contrast,

being married and having children decreased the probability of full-time employment

for a woman, but not for a man. For men, education only mattered at the highest level
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and, in contrast to the case of women, it favored part-time employment. Furthermore,

we estimated the profile of a part-time employed woman using the extended defini-

tions of voluntary and involuntary part-time employment; the results clearly showed

the importance of education in reducing the woman’s probability of involuntary em-

ployment, as well as the highly significant positive effect of being married and having

small children on the probability of voluntary part-time employment.

We have also found that part-time work becomes a more desired employment al-

ternative as people age. Interestingly, old people’s preference for PT work is weaker

among women than among men. These findings put part-time employment as a main

policy tool to smooth the transition to retirement, especially among men, and mitigate

the financial problems associated with the ageing society.
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Appendix: Descriptive Statistics

Women Men
Variable Mean S.D Mean S.D

Married 0.908 0.289 0.903 0.295
Age 43.21 10.61 44.54 10.16
Age2 1979.91 913.09 2086.77 896.71
Edu1 0.265 0.441 0.237 0.426
Edu2 0.292 0.456 0.307 0.461
Edu3 0.260 0.438 0.289 0.454
Edu4 0.184 0.387 0.166 0.371
Child1 0.173 0.378 0.185 0.388
Child2 0.184 0.387 0.196 0.397
Child3 0.217 0.412 0.232 0.422
Child4 0.165 0.374 0.175 0.380
Child5 0.315 0.464 0.308 0.462
Epartner 0.784 0.411 0.551 0.497
Upartner 0.036 0.185 0.065 0.247
Ipartner 0.180 0.384 0.384 0.486
Eother 0.251 0.433 0.245 0.430
Adult65 0.051 0.219 0.050 0.218
Primary sector 0.040 0.196 0.0527 0.224
Service sector 0.528 0.499 0.181 0.385
Private sector 0.307 0.461 0.501 0.500
Blue collar 0.074 0.263 0.369 0.483
Professional 0.348 0.476 0.386 0.486
Contract type 0.323 0.467 0.514 0.499
Hours 0.050 0.217 0.051 0.22
Source: EPA 2008
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Appendix: Alternative Classifications of Employment

The next table describes the 2008 female results of the ordered model for the alternative
definitions listed in Table 10.9. The dependent variable takes on 0 if the status is non-
work, on 1 if the status is voluntary part-time employment or unemployment searching
for a part-time job, and on 2 if the status is full-time employment, involuntary part-time
employment or unemployment searching for a full-time job.

Women ordered model, alternative labor status definitions

Def 1 Def 2 Def 3 EPA Def
Age 0.081∗

(0.007)
0.081∗
(0.006)

0.076∗
(0.006)

0.081∗
(0.006)

Age2 −0.001∗
(0.00008)

−0.001∗
(0.00008)

−0.001∗
(0.00007)

−0.001∗
(0.00007)

Edu2 0.235∗
(0.022)

0.193∗
(0.020)

0.203∗
(0.020)

0.222∗
(0.019)

Edu3 0.632∗
(0.023)

0.555∗
(0.022)

0.544∗
(0.021)

0.573∗
(0.021)

Edu4 1.285∗
(0.027)

1.141∗
(0.026)

1.136∗
(0.024)

1.169∗
(0.024)

Married −0.329∗
(0.031)

−0.306∗
(0.030)

−0.316∗
(0.028)

−0.279∗
(0.027)

Epartner 0.249∗
(0.024)

0.252∗
(0.023)

0.246∗
(0.022)

0.253∗
(0.021)

Upartner 0.428∗
(0.047)

0.497∗
(0.044)

0.523∗
(0.042)

0.418∗
(0.042)

Child1 −0.516∗
(0.025)

−0.427∗
(0.024)

−0.542∗
(0.023)

−0.491∗
(0.022)

Child2 −0.250∗
(0.022)

−0.199∗
(0.021)

−0.258∗
(0.020)

−0.242∗
(0.019)

Child3 −0.079∗
(0.021)

−0.058∗
(0.020)

−0.081∗
(0.019)

−0.077∗
(0.018)

Child4 −0.036∗∗
(0.021)

−0.029
(0.021)

−0.024
(0.020)

−0.027
(0.019)

Child5 −0.023
(0.023)

−0.010
(0.024)

−0.013
(0.023)

−0.014
(0.022)

Eother 0.022
(0.025)

−0.001
(0.024)

−0.002
(0.023)

0.010
(0.023)

Adult65 −0.045
(0.034)

−0.067∗
(0.033)

−0.056∗∗
(0.032)

−0.045
(0.031)

LIMIT 1 1.075∗
(0.158)

0.917∗
(0.149)

0.723∗
(0.143)

0.982∗
(0.139)

LIMIT 2 1.220∗
(0.158)

1.041∗
(0.149)

0.999∗
(0.143)

1.423∗
(0.139)

Obs.total 30131 33448 33448 33448
Log likel. −21272 −23202 −27239 −29254
Ps.R2 0.165 0.152 0.133 0.129

(*) and (**) stand for significance at the 5 and 10 percent levels, respectively; s.e. in parenthesis.
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11. A Model of Health Investment,

Medicine Consumption, and

Income

by Fidel Perez-Sebastian

Abstract. The human population, all over the planet, is enjoying an increasing av-

erage life span that is expected to extend another 10 years by 2050. The rising number

of older adults generates an unprecedented demand on the public health system. This

chapter presents a growth framework of health prevention investment and medical

technology consumption in which the use of medical techniques, and diseases endoge-

nously determine the levels of income and health. In the model, there are two forms

of medical technology: one is embodied in medicines that try to cure sick individuals,

whereas the other is disembodied knowledge that tries to prevent health deteriora-

tion. I find that larger saving rates are not only a consequence of a larger productivity

of the consumption-goods technology; more productive pharmaceutical products and

higher levels of preventive-health knowledge also increase the incentive to saving, and

allow the economy to achieve larger levels of income, mitigating the adverse effects of

ageing.
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11.1. Introduction

The human population, all over the planet, is enjoying an increasing average life span

that is expected to extend another 10 years by 2050. The rising number of older adults

generates an unprecedented demand on the public health system and on medical and

social services. On the one hand, old individuals are more susceptible to infectious

diseases. On the other, chronic illness affect older adults disproportionately. All this

contributes to disability, diminishes quality of life, and increases health and long-term

care costs within the old-agent population. Health programs must respond to this

challenge.

This is important not only from a humanitarian perspective, but also from an eco-

nomic perspective. Health, along with education, is one of the main components of

an economy’s human capital. It is then clear that understanding the forces that lead to

improvements in health levels is a key economic policy question in any economy.

To understand the evolution of health and mortality, we need first to measure it. We

can do that through indicators such as life expectancy and mortality rates. Simple ca-

sual observation teaches us that the factors that have contributed to reduce mortality

and raise life expectancy in the last two centuries include the increase in income levels

and the creation and diffusion of medical technology in advanced nations. In addition,

several studies find statistical evidence that all countries benefit from the diffusion of

medical technology, like pharmaceutical products, and medical equipment. For exam-

ple, evidence that technical progress in medicine has permitted huge improvements

in health even among the less developed nations is provided by Kremer (2002) and

Papageorgiou, Savvides and Zachariadis (2007).

Pharmaceutical-products invention and production worldwide is, however, heavily

concentrated. As WHO (2004) highlights, trends from 1985 to 1999 indicate that the

value of medicine production has grown four times more rapidly than the world’s

income. Medicine production is highly concentrated in the industrialized countries,
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where just five countries – the USA, Japan, Germany, France and the UK – account for

two-thirds of the value of all medicines produced. A small number of transnational

companies dominate the global production, trade and sales of medicines. Ten of these

companies now account for almost half of all sales; concentration that has increased

considerably since 1987. Therefore, for most nations, medical treatments and products

are more a consumption problem than a production problem.

Motivated by the above evidence, this chapter presents a growth framework of med-

ical technology consumption in which the spread of new medical techniques and the

increasing influence of diseases endogenously determine the levels of income and

health. In the model, there are two forms of medical technology: one is embodied

in products, whereas the other is disembodied knowledge. Disembodied knowledge

supplies adequate nutritional and sanitary information. For example, education about

how to have healthier children and habits. In a wider sense, it could also proxy for in-

vestment with important externalities such as construction of a national health system,

and infrastructure to have access to clean water supplies and trash disposal. Embodied

knowledge, on the other hand, comes in health capital equipment and pharmaceutical

products.

The two forms of technology also differ in terms of their adoption process. The ac-

quisition of disembodied knowledge needs time investment, that is, education; whereas

the acquisition of embodied knowledge requires income to buy pharmaceutical prod-

ucts. Another difference is that, in the model, disembodied technology prevents the

acquisition of diseases, whereas embodied technology fights illnesses once the person

becomes affected by the disease.1

We find that investment in prevention becomes more appealing as its productiv-

ity increases and as getting sick becomes more likely. For example, a decrease in the

model in the surviving probability causes an increase in prevention investment. A con-

1 In reality, there are exceptions. Nutrition and vaccines require income, but are useful prevention
means.
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sequence of this is that investment in prevention and the consumption of medicines

behave as substitutes. The model also help to characterize the relationship between

health technology and income. We show that larger saving rates are not only a conse-

quence of a larger productivity in the consumption-goods technology, more productive

pharmaceutical products and higher levels of healthy behavior increase as well the in-

centive to saving, and allow the economy to achieve larger levels of income.

Previous literature have already studied the effect of health on income levels and

growth rates. Regarding the empirical evidence, Acemoglu et al. (2003) find that dis-

eases and geography affect development through institutions. Gallup and Sachs (2001)

argue that malaria causes poverty. McCarthy et al. (2000) estimate a sizeable effect of

malaria on growth. Lorentzen et al. (2008) find evidence that adult mortality explains

almost all of Africa’s growth tragedy in the past 40 years.

Theoretical models of health and growth include Birchenall (2007), Momota, Tabata

and Futagami (2005), and Chakraborty et al. (2010). The first of these papers argue that

agricultural productivity improvements due to health care improvements triggered

the escape from the Malthusian trap in North America and Western Europe. Momota

et al. (2005) and Chakraborty et al. (2005) present OLG models of preventive behavior

and infectious-disease spread. None of them consider the adoption of medical knowl-

edge. Grossman (1972) and, more recently, Murphy and Topel (2006) and Kuhn et al.

(2011), for example, also study the effect of health care in a life-cycle model; they do

not discriminate between different forms of health investment.

The rest of the chapter is organized as follows. Section 2 presents the environment.

The main results are presented in section 3. Section 4 concludes.
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11.2. The Model

I consider an economy composed of households and firms. Household members are

two-period-life agents. The model has an overlapping-generations structure. The

size of new generations is constant. Agents value consumption at the end of each

period of life, and have no preference over leisure. Young individuals are endowed

with one unit of time that they can supply as labor to obtain income. Old individuals

only enjoy capital rents from their savings and invest in their health through medicine

consumption.

The idea that we want to formalize is that health conditions depend on habits and

health investment during the whole life time. Put differently, young individuals that

take good care of their health have a lower probability of suffering from diseases when

old. We introduce this notion in a simple way by assuming that the disease condition

is obtained in the first period of life and carried out to the second period.

During the first period of life, there is a the probability of getting a disease (it). If

the person becomes ill, the probability of surviving and enjoying consumption in the

second period of life is qt < 1. Agents can reduce both the probability of getting the

disease and the probability of dying if affected. Young individuals invest an amount of

time lxt in health education at the beginning of the period to increase their knowledge

on diseases and prevent contagion. In turn, sick old individuals can fight the illness

consuming the available pharmaceutical products. We suppose that the discovery of

new medicines and treatments occurs outside the model.

The problem that a new-born faces is the following:

max
cyt,st,lxt,mjt+1

{
u(cyt) + β

[
(1− it+1)u(cu

ot+1) + it+1qt+1u(ci
ot+1)

]}
(11.1)
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subject to

cyt = wt(1− lxt)− st (11.2)

cu
ot+1 = (1 + rt+1)st, (11.3)

ci
ot+1 = (1 + rt+1)st −

ht+1∑
j=1

pjt+1mjt+1; (11.4)

where wt represents the salary at date t; cyt, cu
ot and ci

ot are consumption levels for a

young, a healthy old and a sick old, respectively; st is saving; rt represents the interest

rate; and ht is the amount of different types of pharmaceutical products available in

period t; finally, pjt and mjt are the price and quantity consumed of medicine i.

As suggested above, the infection rate among adults is endogenous, and depends

on the amount of time invested in accumulating disease-prevention skills such as right

exercising, healthy food intake, and non-risky behavior. More specifically, the motion

equation for the prevalence rate is:

it+1 = it

(
dt

xt

)θ

; (11.5)

where xt is the prevention health-knowledge accumulated; and dt is an index of disease

virulence in the economy. The latter index is related to the incidence of infectious

diseases, pollution levels, and other environmental factors that affect human health

conditions.

The evolution of the last two variables is given by

xt+1 − xt = μx1−ρ
t hρ

t lλ
xt, with xt ≤ ht, μ > 0, (11.6)

and

(dt+1 − dt)/dt = gd. (11.7)
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Expression (11.6) establishes that agents invest an amount of time lxt in education to ac-

cumulate knowledge that helps to reduce the probability of acquiring an ill condition.

In this health-education technology, there is an intertemporal knowledge-spillover ef-

fect. In particular, as the economy accumulates health skills, xt, the return from educa-

tion investment rises. Investment productivity also increases with the world’s health

knowledge, captured by variable ht.

Equality (11.7), in turn, simply assumes that disease virulence grows exogenously.

Here we want to capture ideas in Deaton (2004) who points out that much of the litera-

ture in public health sees globalization as a threat to international health. For example,

the spread of HIV/AIDS accelerated by the ease and volume of modern travel. It could

be argued as well that the influence of chronic diseased has increased, not only because

of the ageing of society, but also because of environmental degradation.

The probability of surviving to the illness depends on the consumption of available

health products. In particular,

qt =
ht∑

j=1

mγ
jt

dt

; (11.8)

where γ ∈ (0, 1). Different types of medicines are, therefore, complementary. As will be

clear later, their complementarity generates a positive external effect on the surviving

probability. Health technology is assumed to come from the rest of the world. Its index

ht evolves according to

(ht+1 − ht)/ht = gh. (11.9)

Finally, the price of medicines pjt = pt, for all j, is determined in international markets

and is taken as given.

Consumption goods are supplied to the market by perfectly competitive firms. Their

production technology uses capital and labor under constant returns to scale. It takes

a standard Cobb-Douglas form:

Yt = AtK
α
t L1−α

t ;
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where Yt is the amount of the consumption good produced; and Kt and Lt are the

amounts of capital and labor employed by firms. From the production technology,

assuming that all markets are perfectly competitive, we obtain the following input

prices:

wt = (1− α)Yt

Lt

,

and

rt = α
Yt

Kt

.

11.3. Optimal Health Investment

To solve the problem, we work backwards. In his second period of life, the problem of

an sick agent is choosing the amount of each type of medicine (or treatment) that he

wants to consume to reduce the probability of dying. From the above equations, we

can write this problem as

max
{mjt}ht

j=1

{qtu(cot) + (1− qt) ∗ 0}

subject to (11.4) and (11.8).

The first order condition for this problem is

(
γ

dt

)
mγ−1

jt u(cot)− qtu
′(cot)pt = 0, for all j = 1, ..., ht. (11.10)

We concentrate on symmetric equilibrium, in which consumers buy the same amount

of each medicine, that is, mjt = mt for all j. Hence, (11.10) implies that

mt =
(

γ

htpt

)
u(cot)
u′(cot)

. (11.11)
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Let us give an specific form to the utility function. We choose the CES specification

u(ct) =
c1−σ

t

1− σ
;

where σ is the inverse of the intertemporal elasticity of substitution between present

and future consumption. Substituting it into (11.11), we get

mt =
[

1 + rt

1 + (1− σ)/γ

](
st−1
htpt

)
. (11.12)

Optimality implies that the amount bought of each medicine increases with the agent’s

income (1 + rt)st−1, and decreases with the price. A larger number of varieties, ht, also

diminishes the optimal consumption of each medicine because of the complementarity

effect. This also captures a taste for variety: the old agent prefers to diversify, benefiting

from different treatments and medicines to improve their health status. The elasticity

of consumption substitution also affect mt. A larger elasticity reduces the incentive to

invest in pharmaceutical products.

Once we know the optimal investment in pharmaceutical products when agents are

ill, we can solve for the optimal education, saving and consumption decisions in period

1. From the above equations, the problem faced by an individual in the first period of

life can be written as:

max
cyt,st,lxt

{
u(cyt) + β

[
(1− it+1)u [(1 + rt+1)st] + it+1qt+1u

(
(1 + rt+1)st(1− σ)/γ

1 + (1− σ)/γ

)]}

subject to (11.2), (11.5), (11.6), (11.7), (11.9), and

qt+1 =
ht+1

dt+1

⎡
⎣
⎛
⎝ 1 + rt

1 + 1−σ
γ

⎞
⎠ st−1

htpt

⎤
⎦

γ

.
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Now the first order conditions with respect to lxt and st are, respectively,

u′(cyt)wt = βθit+1λ

(
xt+1 − xt

xt+1lxt

) [
u(cu

ot+1)− qt+1u(ci
ot+1)

]
, (11.13)

and

u′(cyt) = β(1 + rt+1)(1− it+1)u′(cu
ot+1) (11.14)

+it+1qt+1

⎡
⎢⎣γu(ci

ot+1)
(
1 + 1−σ

γ

)−1

ht+1pt+1mt+1
+ (1− σ)u′(ci

ot+1)
γ + (1− σ)

⎤
⎥⎦ .

The interpretation of these two Euler equations is straightforward. They imply that

at the optimum the marginal cost (LHS in both expressions) must be equalized to the

marginal benefit (RHS’s).

Let us focus first on Equation (11.13). The amount invested in preventive education

decreases with the return to the alternative activity, that is, with the wage. Investment

in prevention, on the other hand, becomes more appealing as its productivity increases

and when getting infected becomes more severe. We can see, for example, that a de-

crease in the surviving probability must come with an increase in lxt so as to restore the

equality. Because of this, investment in education and the consumption of medicines

behave as substitutes.

Equation (11.14), in turn, implies that the marginal benefit of saving one additional

unit of income increases with the number of available health treatments and products,

because, as explained above, total expenditure in health (ht+1pt+1mt+1) falls and the

probability of surviving (qt+1) rises. The marginal benefit of saving also goes up with

investment in prevention, since prevention reduces disease prevalence (it+1). As a con-

sequence of all this, saving and health investment move together in the same direction;

furthermore, saving rises with both prevention and the productivity of medicine con-

sumption and, as a consequence, so does income.
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11.4. Conclusion

This chapter has presented a growth framework of medical technology adoption that

is relevant to study the implications of increasing disease incidence and health-product

consumption in ageing societies. We have considered an overlapping-generation struc-

ture in which people live for two periods. Its main features are the following. There

are two forms of medical technology: one is embodied in products, whereas the other

is disembodied knowledge. Disembodied knowledge supplies adequate information

that helps to avoid getting ill. Embodied knowledge, on the other hand, comes in phar-

maceutical products and treatments that fight the illness after the agent has fallen into

the ill condition. The acquisition of disembodied knowledge needs time investment

in education, whereas the acquisition of embodied knowledge requires income to buy

medicines.

The model has helped to characterize the relationship between health technology

and income. Income levels depend on capital accumulation. Capital, in turn, is the

result of saving. In the model, larger saving rates are not only a consequence of a larger

productivity of the consumption-goods technology, more productive pharmaceutical

products and higher levels of preventive-health knowledge increase the incentive to

saving, allowing the economy to achieve larger levels of income.

The key policy implication of the model is that additional investment in preven-

tion and medical technology can have a sizable effect on income levels, mitigating the

adverse effects of ageing. However, whether the effect of additional investment in pre-

vention has a higher payoff than the one of treatment still remains an open question

that we leave to future research

The model could also be extended to analyze another important issue pointed out,

for example, by WHO (2004). It is estimated that half of all medicines are inappro-

priately prescribed, dispensed or sold, and that half of all patients fail to take their

medicine properly. This inappropriate use is not only widespread, it is costly and ex-
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tremely harmful both to the individual and the population as a whole. Incorporating

these aspects into the model could provide relevant information for the effective mon-

itoring and regulation of medicine spending and consumption.
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